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Preface


We are pleased to present five new chapters that address the changing health information technology (IT) environment in which registries operate and describe the potential of new data sources, the role of data standards, and the technologies that support interoperability of registries with other types of health IT.

Like the User’s Guides, Addendum II was created with support from a large group of stakeholders representing academia, industry, government, and technology organizations. At the outset, we solicited feedback on chapter topics and outlines from AHRQ, academics, and other experts in the field. We then reached out to topic experts inviting participation in writing or reviewing the final topics selected. Once the authorship groups were established, many meetings were held to draft the chapters prior to sending for constructive feedback and editorial review to the assigned reviewer group for each paper. The collaborative efforts of contributors, reviewers, and editors resulted in a draft document that was posted for public comment on the Effective Health Care website in January 2019. This document incorporates much of the feedback received. Like previous editions, the contributors and reviewers participated as individual experts and not necessarily as representatives of their organizations. We are grateful to all those who contributed in writing, reviewing and editing this document.

We believe that these new chapters address important emerging topics in the design and development of registries in a rapidly changing health IT landscape. These topics are in an active state of development, and we offer this Addendum to aid in further development of this field.
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Introduction

Health IT has evolved rapidly in the past decade. Implementation of electronic health records (EHRs) has become widespread in hospitals and ambulatory care settings.¹ Vast amounts of electronic health data are now available for use in retrospective and prospective research studies and quality improvement initiatives, and many new efforts focus on harnessing these data to inform clinical decision making, manage and improve population health, and conduct proactive safety surveillance. Electronic health data are not limited to data generated by providers; with the increasing use of applications (apps) and wearable devices, individuals are able to generate large volumes of personal health data on, for example, physical activity, heart rate, and body temperature.²,³

The availability of electronic health data offers the potential for patient registries to collect deep, nuanced data on large numbers of patients at significantly reduced costs, in comparison to manual collection of data using case report forms. A patient registry is defined as “an organized system that uses observational study methods to collect uniform data (clinical and other) to evaluate specified outcomes for a population defined by a particular disease, condition, or exposure and that serves one or more pre-determined scientific, clinical, or policy purposes.”⁴
While patient registries may be designed to meet a specific clinical research question, attention within the United States in recent years has focused on developing registries that can serve as central components of a learning health system and national health data infrastructure. A 2013 Institute of Medicine report defined a learning health system as a system that is ‘designed to generate and apply the best evidence for the collaborative healthcare choices of each patient and provider; to drive the process of discovery as a natural outgrowth of patient care; and to ensure innovation, quality, safety, and value in healthcare.’

Within a learning health system, registries can support population health management, clinical decision making, quality improvement, and clinical research. However, registries must be connected to other registries, EHRs, and other data sources in order to meet these goals within a learning health system.

This chapter describes advances in health information technology in the past decade, explores the potential role of registries within a learning health system and national health data infrastructure, reviews the increasing role of real-world evidence in health policy, and discusses the potential for registries to leverage electronic health data to generate real-world evidence in an efficient, high-quality manner. Subsequent chapters in this eBook address the practical aspects of how patient registries can leverage electronic health data and the scientific, data quality, and legal and ethical questions that use of these data introduce.

**Advances in Health Information Technology**

The adoption of IT in the healthcare system has increased dramatically in the past decade. Until 2009, the U.S. healthcare system largely relied on paper medical records, which limited patients’ ability to share information efficiently with other care providers and made health outcomes research difficult. To spur adoption of health information technology, Congress passed the Health Information Technology for Economic and Clinical Health (HITECH) Act as part of the American Recovery and Reinvestment Act of 2009 (ARRA). Under this legislation, the Medicare and Medicaid EHR Incentive Programs provided extensive financial support for adoption of EHRs, while other funding created and expanded Health Information Exchange (HIE) infrastructure. Prior to passage of the HITECH Act, approximately 17 percent of physicians and 9 percent of hospitals had at least a basic EHR. By 2015, 78 percent of physicians and 96 percent of hospitals had certified EHR technology.

**Learning Health System & National Health Data Infrastructure**

This rapid adoption of EHRs has created an extraordinary amount of electronic health data, and, in recent years, national attention has shifted from encouraging adoption of EHRs to building a learning health system and a national health data infrastructure that can support research and safety surveillance. Health policy consultant Lynn Etheredge first described the learning health system in 2007. In a paper in *Health Affairs,* Etheredge laid out the existing knowledge gaps including a diffusion of responsibility for evidence-based medicine across Federally-funded research, especially the National Institutes of Health, life sciences companies, and the Food and

---

*A certified EHR is EHR technology that meets the technological capability, functionality, and security requirements adopted by the Department of Health and Human Services*
Drug Administration (FDA); deficiencies in the clinical trials system; and general underinvestment in evidence-based research. He described rapid-learning opportunities that might create knowledge breakthroughs in several high-priority policy areas such as comparative benefits of drugs and biologics, the evidence base for surgical and interventional procedures, the impact of environmental factors on disease, and the health needs of minorities and patients with special needs. He noted that the databases comprising the learning health system could be organized per insured population, provider type, health conditions (disease registries), age cohorts, minority populations, and others. A fully realized learning health system could modernize the Medicare/Medicaid reimbursement structure, enable a coordinated national clinical trials infrastructure, and reimagine how health technology assessments might be performed.

While a highly theoretical and aspirational vision in 2007, the concept of the learning health system has been refined through extensive national policy discussions led by the National Academy of Medicine (formerly the Institute of Medicine) and others and through numerous specialized rapid-learning pilots and initiatives. For example, stakeholders participating in a workshop convened by the National Cancer Policy Forum of the Institute of Medicine in October 2009 proposed the discipline of oncology as a logical condition in which to pilot test rapid-learning principles, noting that many components of an oncology learning health system were already in place, including resources from the National Cancer Institute, state cancer registries and other databases, and a library of quality measures. The American Society of Clinical Oncology (ASCO), as a professional medical society representing oncologists and other cancer clinicians, took on the task of creating an oncology learning health system by developing and implementing CancerLinQ® (Cancer Learning Intelligence Network for Quality), launching the initial version in 2016. CancerLinQ aggregates data from EHRs from U.S.-based oncology practices and delivers a suite of quality improvement tools and data visualizations for clinical care, as well as customized, fit for purpose datasets of aggregated, de-identified data for research.

In parallel to the development of learning health systems, there has been an increased focus on providing patients with access to their health information electronically, to allow patients to monitor their records, contribute information, correct errors, and directly share their information with research studies. The learning health system vision has evolved to recognize that individuals must play a central role and that an individual’s health data should not be limited to what is stored in EHRs but should also include information from many sources, including technologies used by the individual.

Registries may play a central role in the learning health system and national health data infrastructure as sources of data that can be used to support population health and clinical decision making, quality improvement, and clinical research. In particular, registries often serve as a bridge between clinical trials and clinical practice by continuing to study the effectiveness of new medical products in a real-world setting and supporting the translation of clinical practice guidelines into clinical practice. Registries are also an important source of patient-generated data, such as patient-reported outcomes. Connecting patient registries to other registries, to EHRs, and to other data sources would move the nation closer to the vision of a learning health system and national health data infrastructure to support research and safety.
surveillance. Central to this goal are data linkage and data standardization, predicated upon strong partnerships among patients, health systems, providers, regulators, and hospitals. For example, through efforts like the Patient-Centered Clinical Research Network (PCORnet), largely comprised of 12 clinical data research networks (CDRNs) and 20 Patient-powered research networks, a national research infrastructure is being established focusing primarily on observational and comparative clinical effectiveness research (CER) studies. At its core, this network has the ability to weave data from these various initiatives to address central research questions among interested groups of patients and health systems willing to share such health information.

While some progress has been made, true interoperability among EHRs and other electronic systems has yet to be achieved and remains a major technology barrier for building the learning health system. Interoperability is defined as “the ability of a system to exchange electronic health information with and use electronic health information from other systems without special effort on the part of the user.” Interoperability is complex, and achieving full interoperability will require the healthcare system to address many technical and organizational challenges related to security, data semantics, data format, standard services, transport techniques, and individual data matching. Recognizing the need for a national strategy to achieve full interoperability, the Office of the National Coordinator of Health Information Technology released “Connecting Health and Care for the Nation: A Shared Nationwide Interoperability Roadmap” in 2015, in which it describes the role of interoperability in building a learning health system and the key challenges that must be addressed.

A full exploration of EHR interoperability is beyond the scope of this chapter. However, six key technical challenges are discussed briefly here to provide context for discussions of interoperability in subsequent chapters. More information on interfacing EHRs with registries can also be found in Chapter 4.

**Interoperability Challenges**

**Security.** Several issues related to security must be addressed to support full interoperability across the healthcare system. Interoperability requires the exchange of electronic health information, much of which is protected by patient privacy laws that govern how and with whom the data may be shared. Organizations that are transferring electronic health data must have confidence that data they send and receive are accurate and only accessed by authorized individuals. Security challenges related to interoperability include (1) ensuring that secure methods of transporting data are available; (2) preventing the unauthorized or unintended altering of data; and (3) verifying that individuals accessing data have appropriate permissions to do so.

**Data Semantics.** Data semantics refers to the clinical vocabularies and coding systems used to represent electronic health information. Semantic interoperability is the “ability to automatically interpret the information exchanged meaningfully and accurately in order to produce useful results as defined by the end users of both systems.” For example, care providers may use different terms for the same concept (e.g., Tylenol, acetaminophen). For data to be transferred
Vocabulary and terminology standards ensure that data are recorded consistently and can be interpreted correctly by other systems. Several vocabulary and terminology standards have been developed, including Systematized Nomenclature of Medicine-Clinical Terms (SNOMED CT)\textsuperscript{19} for problems or conditions, RxNorm\textsuperscript{20} for medications and medication allergies, and Logical Observation Identifiers Names and Codes (LOINC)\textsuperscript{21} for laboratory tests and vital signs. Value sets are also used to identify values within standard vocabularies that are used for a specific purpose, such as identifying a population of patients for which a specific quality measure applies; the Value Set Authority Center (VSAC) is a Federal repository for value sets.\textsuperscript{22} Common data models, such as those developed by the Sentinel Initiative\textsuperscript{23} and the Observational Health Data Sciences and Informatics (OHDSI)\textsuperscript{24} group are also used to standardize and facilitate the sharing of data across sites and systems. More information on data standards and common data models can be found in Chapters 3 and 5, respectively.

These tools are an important foundation for interoperability, but gaps still exist. Systems may use different coding standards, and some data that are particularly important for patient registries and other research purposes, such as radiographic images, pathology slides, and clinical notes, may not be recorded using vocabulary and terminology standards. In addition, information that is important for some research purposes may not be captured in all systems. For example, EHRs may not include information on patient characteristics, such as socioeconomic status, or patient-reported outcomes. Chapter 3 discusses the role of standardized outcome measures in supporting the consistent capture of key data elements across health information systems.

**Data Format.** Electronic health data formats refer to how data are structured so that data sent from one system can be interpreted, integrated and used by another system. Within the healthcare system, data are sent to and from a wide variety of health IT systems, and standard formats are needed to facilitate these exchanges. Existing standard formats include Consolidated Clinical Document Architecture (C-CDA) and HL7 v2 messaging. A newer approach is FHIR, or Fast Health Interoperability Resources. FHIR was developed by Health Level Seven (HL7) to support the exchange, integration, and retrieval of electronic health information. It is notable in that it does not require the exchange of entire documents, but rather supports the exchange of specific, clearly-defined pieces of information, thereby allowing for faster and more efficient exchanges of information. FHIR relies on application programming interfaces (APIs), which are discussed below.

**Standard Secure Services.** Standard, secure services support the functional capabilities that are necessary for exchanging data and require the use of service-oriented architecture (SOA). Within a SOA, application programming interfaces (APIs) define how systems interact with each other and exchange structured information. A 2014 JASON report, ‘A Robust Health Data Structure,’ recommended the creation of public APIs that are uniformly available, non-proprietary, tested by a trusted third party, and operate within a clearly defined business and legal framework.\textsuperscript{25} Standard APIs that support exchange of data using FHIR could support greater interoperability across systems. These tools are discussed in more detail in Chapter 5.
Transport Techniques. Transport techniques describe how data are moved from one system to another system and are closely tied to security requirements. Approaches currently available are the Direct transport protocol, which uses existing email transport protocols in a secure manner; the web services approach, which typically uses the Simple Object Access Protocol (SOAP)-based web services to support transport for queries;\textsuperscript{26} and the RESTful implementation, which is used by HL7’s Fast Healthcare Interoperability Resources (FHIR) project.\textsuperscript{27}

Individual Data Matching. Many countries with national health services assign an identification number for every individual that is recorded in his or her encounters with the healthcare system. Privacy issues notwithstanding, linkage and aggregation of an individual’s information is straightforward. In the United States, in contrast, each provider typically assigns a unique identifier to each individual, and those identifiers are not used by other providers. An exception is the Department of Veterans Affairs and the Department of Defense, which assign a single personal identifier to each service member. Efforts to create a unique health identifier for each individual in the United States have been limited by privacy concerns and a 1998 prohibition on using Federal funds to investigate or create unique patient identifiers.\textsuperscript{28} When data are exchanged across providers, individual demographic data and matching algorithms are used to match individual data. This method is not completely accurate, and some records may not be matched correctly or may not be matched at all. Errors often result from data quality issues in demographic data (such as incorrectly entered date of birth, misspelled names, changes in address, etc.). Errors in matching patient information can lead to safety issues and inappropriate treatments. Full interoperability requires that an individual’s information, when transferred from one system to another, is matched and linked to the correct individual with complete accuracy. New approaches are needed to improve the quality of the data used to match patients, to improve the accuracy of deterministic and probabilistic matching algorithms, and to compare results and identify the most accurate matching algorithms for future adoption.

Many efforts, both publicly and privately funded, are underway to address these challenges and improve interoperability, so that electronic health data can be used to support a robust learning health system. In addition, policy changes, such as payment system reform and use of real-world evidence to support regulatory decision making, have created a business case for increased access to electronic health data and strengthened incentives to move toward interoperability in the healthcare system. These changes are discussed further in the following section, Availability and Use of Real-World Evidence.

Availability and Use of Real-World Evidence

As availability of electronic health data has increased, many efforts have focused on using these “real-world” data to monitor and improve patient outcomes, track the safety of medical products, and improve the value and efficiency of healthcare. The concepts of “real-world evidence” (RWE) and “real-world data” (RWD) have grown rapidly in importance in recent years in the domains of clinical practice, biomedical research, and healthcare economics and regulation. This section describes several areas where use of real-world data has evolved over the past decade. The following section discusses the role that registries play in generating real-world data to support these uses.
Despite wide usage, the exact definitions of RWE and RWD are often unclear, and they are commonly defined in the negative (i.e., RWD are data gathered from sources other than traditional clinical trials). In December 2018, the FDA released a framework for its RWE program. In this document, the FDA defines RWD and RWE as follows:

“Real-World Data (RWD) are data relating to patient health status and/or the delivery of health care routinely collected from a variety of sources. Real-World Evidence (RWE) is the clinical evidence about the usage and potential benefits or risks of a medical product derived from analysis of RWD.

Examples of RWD include data derived from electronic health records (EHRs); medical claims and billing data; data from product and disease registries; patient-generated data, including from in-home-use settings; and data gathered from other sources that can inform on health status, such as mobile devices. RWD sources (e.g., registries, collections of EHRs, administrative and medical claims databases) can be used for data collection and, in certain cases, to develop analysis infrastructure to support many types of study designs to develop RWE, including, but not limited to, randomized trials (e.g., large simple trials, pragmatic clinical trials) and observational studies (prospective or retrospective).”

As discussed elsewhere in the User’s Guide, evidence obtained from prospective research, especially RCTs, has traditionally formed the foundation of the biomedical knowledge base and has informed the creation of clinical practice guidelines, treatment pathways, and other standards. RCTs have the advantage of strong internal validity, standardized interventions and pre-defined outcomes measures, and minimization of bias; therefore, they reflect “what can work” (efficacy). Nonetheless, their limitations are significant. For example, the population studied may not reflect the types of patients typically encountered in practice, who may be older and have more comorbidities. RCTs have weak external validity, are costly to perform, and are often slow to achieve results that can inform contemporary practice.

In contrast, RWD reflects “what does work” (effectiveness) with strong external validity and captures outcomes of patients commonly encountered in practice. However, RWD may be incomplete and of uncertain quality, and heterogeneity in the subject population may obscure any treatment effect. Susceptibility to bias is probably the most significant shortcoming of RWD and RWE. Chapter 3 of the User’s Guide discusses the potential types of bias in patient registries and real-world data generally.

Some organizations have issued guidance statements to define best practices in the use of RWD studies for decision making, noting both potential limitations as well as new opportunities. For example, if RWD are considered more broadly than retrospectively captured data alone, valuable prospective observational and interventional trials can be designed using “real-world” endpoints, potentially embedded in clinical practice, as pragmatic clinical trials. Pragmatic clinical trials could remedy some of the current deficiencies of evidence generation, particularly
the lack of patient-centric endpoints. Partnering with patients and consumers is important for many reasons, not only to better define endpoints, but also because patients themselves may be the best source of data rarely captured in EHRs, such as physical activity levels and details about socioeconomic factors and educational background.

**Regulatory Decision Making**

While there will continue to be a need for early stage controlled trials of therapeutics to characterize basic biology and safety, RWE can meaningfully inform regulatory endpoints as well. For the past several years, the FDA has signaled a growing openness to using RWE in regulatory decision making. Legislative requirements in the 21st Century Cures Act now oblige the FDA to consider RWE endpoints in drug label expansions, and the FDA has created a framework for evaluating the potential use of RWE in this context and in the context of supporting or satisfying postapproval study requirements.

In addition, several efforts have focused on developing RWD sources to support post-market surveillance, particularly for medical devices. The Medical Device Epidemiology Network (MDEpiNET) and the National Evaluation System for health Technology (NEST) are exploring use of RWD from patient registries, EHRs, and other sources to support safety surveillance. In 2015, the Medical Device Registry Task Force called for a coordinated registry network or CRN as the “foundational architectural construct for the national system that will augment national registry development.” Through this effort, work streams in cardiovascular disease (PASSION), peripheral vascular disease (RAPID), and other areas are being launched. As a central tenet to bolstering existing registry platforms, these initiatives are establishing robust partnerships, developing common data models, and implementing an infrastructure to capture EHR data.

**Value-Based Care**

RWD have also played a central role in the movement towards value-based care. In recent years, the healthcare industry has experienced a monumental shift in how services are valued and reimbursed. The shift from volume-based care to value-based care began in the early 2000s and continues to evolve. The definition of value-based care is essentially a financial reward system and/or payment model that values improved clinical outcomes at an efficient cost. In theory, this is a reasonable way to compensate providers that aligns incentives between patients and providers; in practice, concerns have emerged about the validity of outcome measures, the difficulty of attributing healthcare costs, and increased administrative burden.

Value-based care gained significant momentum in 2015, when the Congress replaced the Sustainable Growth Rate with the Medicare Access and CHIP Reauthorization Act of 2015 (MACRA). MACRA made significant changes to the way providers were reimbursed for Medicare patients. MACRA offers two pathways for providers: the Merit-Based Incentive Program (MIPS), which is the default pathway for the majority of providers, and an Alternative Payment Model (APM) path. MIPS requires providers to report information across four categories: quality, which requires reporting performance on a number of quality measures, including at least one outcome measure; advancing care information, which replaces the Medicare EHR Incentive Program, also known as Meaningful Use; Improvement Activities, which is a new category that looks at provider’s activities related to quality improvement in their
practice; and Resource Use, which replaces the Value-based Modifier program. As of the 2018 reporting year, the Resource Use category has been weighted to zero and not implemented due to inherent problems collecting and attributing cost data in the US healthcare system. Providers who participate in an approved APM are able to avoid MIPS reporting without penalties. A subset of APMs, called Advanced APMs, allow providers to earn bonuses by taking on some risk related to their patient outcomes.36

In addition to the Centers for Medicare and Medicaid Services (CMS), private payers increasingly are incorporating value-based care concepts into their payment structures. For example, UnitedHealthcare’s Premium Designation Program provides physician designations based on quality and cost efficiency criteria to help members make more informed and personally appropriate choices for their medical care.37 Physicians may also use these designations when referring patients to other physicians. Blue Cross Blue Shield has the “Total Care”38 and “Specialty Care”39 quality initiatives, which also use quality and cost data to designate preferred providers and hospitals. These programs are an attempt to promote quality of care and cost efficiency among providers and offer more transparency to patients when selecting providers of care.

Of note, the movement toward value-based care has focused on measuring outcomes, including patient-reported outcomes, instead of relying on process measures.40 Recognizing that patient outcomes are likely the most valuable indicator of quality of care, CMS, National Quality Forum, physician organizations, and other stakeholders have emphasized the importance of outcomes measurement in value-based care efforts. However, not all condition areas have reliable and validated outcome measures, and, even when these are available, they may not reflect what is most important to patients.41 Patient registries can play an important role in the development of new measures by collecting data to build an evidence base for new measure concepts and providing a platform to rigorously test and validate newly specified measures. For example, the American College of Cardiology’s National Cardiovascular Data Registry, which was launched in 1997,42 encompasses a suite of registries that meets multiple purposes, including serving as a flexible platform to develop and test new quality measures across a myriad of cardiovascular related diseases and conditions.

The CMS alternative quality mechanisms for Value-based Performance Measurement (VBPM) offers a path for registries to collect data to support value-based care. Under this program, CMS allows registries to become specialty and sub-specialty reporting mechanisms under the Qualified Clinical Data Registry (QCDR) Program.43 In this capacity, professional societies, particularly sub-specialties, have the ability to identify and embed within their patient registries, quality measures that are meaningful to their profession. For example, neurologists who primarily care for patients with multiple sclerosis had few if any measures for which to select in order to participate in CMS value-based reimbursement programs in any meaningful way. The American Academy of Neurology has recently launched the AXON Registry in 2016, with the goal of improving neurologic care and as a means to satisfy quality reporting requirements.44 Other groups have followed a similar path; by 2019, over 125 registries were approved by CMS as QCDRs.43
The Evolving Role of Patient Registries

With increasing interest in RWD and RWE, a keen focus on establishing learning health systems and national research infrastructures, and the rapid digitization of healthcare, patient registries are poised to meet multiple needs for multiple stakeholders. However, to do so, patient registries must, in many cases, evolve from studies designed to meet a single purpose to reusable data infrastructures that fulfill multiple purposes.

An example of registry designed as a reusable data infrastructure is ArthritisPower. Creaky Joints, a patient advocacy group with over 80,000 members, launched ArthritisPower in partnership with University of Alabama. The registry is the first patient-led, patient-generated, patient-centered research registry for arthritis and other musculoskeletal conditions. With support from PCORI, this initiative seeks to compare treatments, identify new treatments, and track long-term outcomes for patients with arthritis, while also providing a platform to develop robust patient-reported outcomes (e.g., measures of depression, fatigue, sleep disturbances). Another relevant example is the National Institutes of Health All of Us project. Embedded as part of the Federal government’s Personalized Medicine Initiative, All of Us seeks to build a research cohort of over one million people. One key area of research will be the role of genetic factors in health outcomes.

As noted above, there is increasing interest in using RWE in regulatory decision making. Patient registries can serve as a platform to routinely capture more specific clinical patient information across more diverse patient population than RCTs traditionally allow. Data from patient registries may be used to build historic controls for future post hoc analyses. Registry infrastructures can also serve as a platform for pragmatic clinical trials. Lastly, as discussed in the User’s Guide, registries remain an important tool to capture data throughout the product development lifecycle. Such registries can be product-oriented, disease-oriented, or focused on a particular patient population.

Next Steps

Despite this progress, several barriers must still be addressed before patient registries can fulfill their potential in the learning health system and national research infrastructure, as currently envisioned. Some of the key barriers include the interoperability challenges discussed above, as well as financial disincentives and concerns about patient privacy. Building a national infrastructure—and connecting to it—is expensive. Although financial incentives are changing, providers are still primarily paid on a traditional fee-for-service basis. As a result, providers are not rewarded financially for sharing information or participating in national infrastructure-building. In fact, they may even lose revenue if they reduce costs through better patient care management.

Active information blocking has also been cited as a barrier to interoperability. The term ‘information blocking’ may be used to describe many types of activities, but generally refers to intentional attempts to interfere with the exchange or use of electronic health information. Numerous complaints about providers encountering prohibitive costs when attempting to move data from EHRs to other systems, including patient registries, have been documented. In 2015,
ONC delivered a report to Congress on health information blocking that noted, “current
economic and market conditions create business incentives for some persons and entities to
exercise control over electronic health information in ways that unreasonably limit its availability
and use. Indeed, complaints and other evidence described in this report suggest that some
persons and entities are interfering with the exchange or use of electronic health information in
ways that frustrate the goals of the HITECH Act and undermine broader healthcare reforms.”
In response to concerns about information blocking, the 21st Century Cures Act provides the
Office of the Inspector General (OIG) with new authority to investigate potential information
blocking. One example that received widespread attention is the eClinicalWorks $155 million
settlement with the OIG and Department of Justice in 2017 over allegations that eClinicalWorks’
software failed to satisfy data portability requirements intended to permit healthcare providers to
transfer patient data from eClinicalWorks’ software to the software of other vendors.

Information blocking is also a prominent topic in the Notice of Proposed Rulemaking to Improve
the Interoperability of Health Information, released by ONC in February 2019.

Beyond technical challenges and financial disincentives, Federal and State laws may restrict how
readily data may be shared between providers depending on the intended use of the data. Patients
may also be reluctant to share their data. For example, close to one-third of the volunteers in the
All of Us cohort did not sign the form that was needed to let researchers access their electronic
health records. While full consideration of this topic is beyond the scope of this manuscript, it is
critical to recognize that the basic ethical principles of respect for patient autonomy and non-
maleficence, especially protection of patient privacy, are highly applicable to considerations
around use of patient data.

Patients are the most important stakeholders and customers of learning health systems, although
regrettably their input is not sought as often as it should be. Assessing patient attitudes around
data capture and new frameworks of reuse like EHR-enabled disease registries and learning
health systems can be informative. Jones et al interviewed 32 cancer patients from two distinct
geographic locales regarding their perspectives on the ethical implementation of an oncology
rapid-learning system. The patients expressed a range of opinions about health information
privacy, with varying levels of permissiveness. While patient familiarity with EHRs and related
technology influenced their comfort with specific learning health system features, their trust in
the end users of the data – physicians and other members of the medical team versus
pharmaceutical and insurance companies – was critical in determining their overall level of
comfort. Additionally, most patients interviewed expressed a preference for a formal consent
model, rather than an opt-out approach. Addressing concerns will require further work as
registries and the learning health system evolve.

To achieve the vision of a national health infrastructure, the cooperation of public and private
entities will be necessary to overcome technical, institutional, and legal barriers. Recent public
sector efforts have focused on reducing information blocking and addressing HIPAA-related
concerns about data sharing. In the private sector, one notable effort is the Argonaut project,
which aims to advance industry adoption of open interoperability standards, following the
recommendations of several recent task force reports. In particular, this effort, which includes
broad industry participation, has focused on developing the FHIR-based API and Core Data
Services specification. These efforts are discussed further in Chapter 5.
As the nation focuses on using the vast amounts of electronic health data now available to build a learning health system and a national health data infrastructure, registries are likely to play a critical role. Registries will benefit from public or private sector activities that address existing barriers and make it easier access existing sources of electronic health information and share information across health systems and providers. Active participation by registry stewards and associations in these national conversations will help ensure that the needs of registries are met as the infrastructure is built.
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Introduction

Electronic health data that are relevant for registries may come from a wide variety of sources, including electronic health records (EHRs), administrative claims databases, laboratory systems, imaging systems, medical devices, and consumer devices. A 2017 survey of patient registries in the United States found that 68 percent of registries extract some data from electronic health records (EHRs), and 35 percent capture some data from other electronic data sources. While use of data from electronic data sources has grown, most registries (88 percent) still use manual data capture for at least some data.\(^1\)

Integrating data sources with patient registries can take many forms, depending on the type(s) of data and the purpose and architecture of the registry. In some cases, registries may work directly with individual systems to integrate or link to data, while, in other cases, registries may work with sources in which the data have already been aggregated and standardized, such as clinical data warehouses and health information exchanges. The purpose of this chapter is to describe several common sources of data that may be incorporated into a patient registry and discuss the strengths and limitations of these data. Chapters 4 and 5 describe the technical approaches that may be used to incorporate these data into a patient registry, and key questions to consider when planning to incorporate data from another source are summarized in Appendix B.

When selecting data sources, registries should consider the registry purpose and the suitability of the potential data source – in terms of scope, data quality, and timeliness – for addressing that purpose. Chapter 6 of the User’s Guide provides more information on selecting data sources for use in a registry.

In addition to technical and scientific considerations, registries must pay careful attention to issues of patient privacy, informed consent, and data ownership when incorporating data from multiple sources. Registries should understand, at minimum, the purpose for which the data were collected originally (e.g., treatment, payment or healthcare operations as defined by the Health
Insurance Portability and Accountability Act Privacy Rule; for research purposes with documented individual consent; for research purposes with an Institutional Review Board (IRB) waiver of consent; the type of data contained in the data source (e.g., protected health information [PHI], sensitive information such as information about mental health conditions or infectious diseases); and who owns the data. More information on the legal and ethical framework under which data may be shared across systems in the United States can be found in Chapters 7 and 8 of the User’s Guide.

Lastly, it is important to note that the following discussion focuses on sources that may contribute data to a registry. This discussion does not cover the issue of when or how registries should report data back to these other sources. For example, EHR data may be sent to a registry, but registry data (such as patient-reported outcome measures or data obtained from other providers for registry purposes specifically) are typically not sent back to the EHR. Many questions exist about the appropriateness and feasibility of creating these types of continuous exchanges of data, and these issues are beyond the scope of this document.

**Electronic Health Records (EHRs)**

An EHR is “a longitudinal electronic record of patient health information generated by one or more encounters in any care delivery setting.”2 EHRs include information on patient demographics, progress notes, problem lists, medications, vital signs, past medical history, immunizations, laboratory data, and radiology reports. While much of this information is extremely valuable for patient registries, EHRs are designed primarily support clinical care (as opposed to research). Patient registries may leverage data contained in EHRs by integrating with the EHR to allow for real-time or nearly real-time data exchange or by linking with the EHR to allow for periodic transfers of data into the registry. The decision of whether and how to incorporate data from EHR is complex and should be guided by many factors, including the purpose and scope of the registry and the availability of the necessary data elements within an EHR. These considerations are discussed in detail in Chapter 4 (Obtaining Data from EHRs).

**Claims Data**

Public and private medical insurers collect a wide range of data as part of evaluating coverage, tracking health services utilization, and managing billing and payment. These data, commonly referred to as ‘claims data,’ contain patient-specific information such as demographics, insurance coverage and copayments, healthcare provider data (e.g., specialty characteristics, locations), and treatment details such as procedures, office visits, and hospitalizations. Pharmacy claims data provide specific information on the dispensing of pharmaceutical products. Standard coding systems are used to record diagnoses, procedures, and other data; these include Current Procedure Terminology (CPT) for physician services and International Classification of Diseases (ICD) for diagnoses and hospital inpatient procedures.3 Similarly for pharmacy claims, standard medication coding systems, such as National Drug Classification (NDC) codes, are used.

Medicare and Medicaid claims files are commonly used administrative databases in the United States. Together, the programs cover nearly 133 million people in the United States. The Medicare program covers some 59 million individuals ages 65 and older, as well as younger
individuals with end-stage renal disease or who qualify for Social Security Disability. Medicaid and Children’s Health Insurance Program (CHIP) together cover an additional 73.8 million individuals. Both programs are administered by the Centers for Medicare and Medicaid Services (CMS). Claim files for these programs can be obtained for inpatient, outpatient, physician, skilled nursing facility, durable medical equipment, hospital services, and prescription drugs. These data, which are subject to privacy rules and regulations, can be linked to other databases with appropriate permissions. The Research Data Assistance Center (ResDAC) is a CMS contractor that supports researchers interested in using Medicare and/or Medicaid data for research purposes.

While Medicare and Medicaid data files are tremendously valuable for some research purposes, they are restricted to patients who are eligible for these programs. A limited number of other data sources are available at the federal and state level. One such example is the Healthcare Cost and Utilization Project (HCUP) databases managed by the Agency for Healthcare Research and Quality (AHRQ). HCUP databases contain encounter-level data from all payers, dating back to 1988. The databases use a uniform format to provide longitudinal information that can be used to support research on cost and quality of health services, practice patterns, access to care, and outcomes of treatment. It is important to note that many of the databases contain a sample of data, as opposed to all data. For example, the National Inpatient Sample (NIS) contains a 20% stratified systemic random sample of all discharges. In addition, linkage of these data to registry data at the individual patient level is not feasible generally; however, these data can provide useful information to inform the design of a registry and provide context for the findings of a registry.

<table>
<thead>
<tr>
<th>DATABASE NAME</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Inpatient Sample (NIS)</td>
<td>Inpatient care database, with more than 7 million hospital stays each year</td>
</tr>
<tr>
<td>Kids’ Inpatient Database (KID)</td>
<td>Pediatric inpatient care database, with approximately 3 million hospital stays each year</td>
</tr>
<tr>
<td>Nationwide Emergency Department Sample (NEDS)</td>
<td>National database of emergency department visits</td>
</tr>
<tr>
<td>Nationwide Readmissions Database (NRD)</td>
<td>Discharges for patients with and without repeat hospital visits in a year and those who have died in the hospital</td>
</tr>
<tr>
<td>State Inpatient Databases (SID)</td>
<td>State-specific files with all inpatient care records in participating states</td>
</tr>
<tr>
<td>State Ambulatory Surgery and Services Databases (SASD)</td>
<td>State-specific files with data for ambulatory surgery and other outpatient services from hospital-owned facilities (some states provide services from nonhospital-owned facilities as well)</td>
</tr>
<tr>
<td>State Emergency Department Databases (SEDD)</td>
<td>State-specific emergency department (ED) databases with discharge information on all emergency department visits that do not result in an admission</td>
</tr>
</tbody>
</table>

More recently, some efforts have focused on creating all-payer claims databases (APCDs) at the state level that can be used to produce price, resource use, and quality information for
consumers. APCDs compile medical claims, pharmacy claims, dental claims, and eligibility and provider files from private and public payers, providing a more comprehensive look at healthcare services provided within a state. To date, 18 states have mandated the creation and use of APCDs; the actual implementation and use of these systems varies, as do policies for data access for research purposes.¹⁰

In the private sector, some companies have compiled data from private insurers and in some cases combined these data with other sources (e.g., data from EHRs). This is an area of rapid growth. While these databases may be useful in the context of patient registries, their applicability and limitations vary widely depending on the size and scope of the database and the research question(s) of interest.⁷ A full review of these private sector companies is beyond the scope of this document.

**Strengths & Limitations of Claims Data**

In the context of patient registries, claims data offer a relatively quick way to access large volumes of health information. Use of claims data is typically less expensive and faster than longitudinal data collection directly from providers or patients.¹¹ Claims data may also fill gaps in data from other sources. For example, an EHR may capture detailed clinical data on a patient undergoing total joint replacement surgery, including patient characteristics and any immediate post-surgery complications. Claims data may provide information on followup care, such as physical therapy or issues that emerged later (e.g., revision surgery). Claims data are also useful for monitoring practice patterns or disease prevalence at a national or regional level, since these data often cover a wider geographic area than EHR data. It is important to distinguish between claims that are submitted by healthcare providers and the amount paid by health insurers. Health insurers have made substantial investments in claims “scrubbing” activities in which all claims are reviewed for accuracy. Aside from changes in what is paid compared to what was submitted, claims that have undergone the adjudication process employed by health insurers are considered to be more reliable than submitted claims, which have not likely undergone the same degree of curation.

Claims data have several limitations that should be considered before using these data in registry-based studies. First, claims databases are limited to individuals who were insured by a specific program (e.g., Medicare, a private payer plan). Uninsured patients are not included in these databases. Depending on the research question, the population included in a claims database may or may not be generalizable to the target population. While patients are tracked longitudinally in private payer claims data, they only remain in the dataset while they are covered by the same plan; patients typically become lost to followup when they change plans. This can limit the ability to track long-term outcomes through private payer claims data. In addition, claims databases only record billable events that are covered by the individual’s plan. For example, prescriptions that were given to a patient but not filled by the patient are not included in claims databases; similarly, claims databases do not include claims for prescriptions that were dispensed but not a covered benefit. Treatments sought outside of covered settings (e.g., by a non-covered provider, alternative treatments) are also not included. Insurance plans can vary widely with respect to the services or drugs that are covered, and patients with different...
plans typically have different deductibles or copays. These factors can influence treatment patterns and make comparisons across plans challenging.

In addition to issues related to the scope of the data, some questions have been raised about the accuracy of claims data compared to medical records data. For example, a 2013 study examined the agreement between administrative claims data and the medical records for 13 commonly reported comorbidities and complications in patients undergoing total joint arthroplasty. The study found that the specificity of administrative claims data is generally high (greater than 92 percent for many outcomes), but the sensitivity is variable and often lower (ranging from 29 to 100 percent). The authors concluded that comorbidities and complications coded in the administrative record were highly accurate but often incomplete.\(^{12}\) Data quality issues in claims data may occur due to clerical errors, different interpretations of healthcare documentation, or errors resulting from lack of education when codes change (e.g., annual updates of CPT codes, switch from ICD-9 to ICD-10).\(^{13}\)

**Linkages of Claims Data With Research Studies**

Claims data may facilitate registry-based research in several ways. First, claims data may be useful in the registry planning phase. Claims data can provide information on treatment patterns, such as the frequency of a specific procedure, that can be helpful when planning enrollment and targeting recruitment efforts. Once registries are in the operational phase, data for all registry patients or for a subset may be linked with claims data to address a specific research question. For example, a recent study linked data from the Transcatheter Valve Therapies Registry to Medicare claims data to examine the prevalence of death, stroke, heart failure-related hospitalization, and mitral valve intervention at one year post transcatheter aortic valve replacement.\(^{14}\) In another example, data from the CORRONA registry were linked to Medicare data to examine the economic savings associated with remission among rheumatoid arthritis patients.\(^{15}\) Registries have also been linked with claims data to assess the generalizability of the registry population.\(^{16}\) Linked datasets can be valuable tools for research; one of the largest linkages of disease registry and claims data is the SEER-Medicare dataset, which has supported a wide range of cancer-related research projects and resulted in over 1,700 publications.\(^{17}\) Linkage with claims data is more difficult for registries that do not focus on the Medicare-eligible population; participants in these registries are often covered by a variety of payers, and linkage of data from multiple payers is rarely feasible.

Multiple approaches for linking registry data to claims data are available; the technical and legal aspects of these approaches are explored in the “Linking Registry Data With Other Data Sources To Support New Studies” chapter of the third edition of the User’s Guide.

**Patient-Generated Health Data**

In recent years, there has been increasing interest in incorporating patient-generated health data into patient registries, EHRs, and other data collection efforts. Patient-generated health data (PGHD) are defined as “health-related data created, recorded, or gathered by or from patients (or family members or other caregivers) to help address a health concern.”\(^{18}\) PGHD may include information on the patient’s health history, treatment history, symptoms, biometric data (e.g.,
blood glucose reading), and lifestyle choices (activity level tracked using a wearable device). These data differ from data captured in clinical settings in two ways: patients are responsible for recording these data, and patients decide if and how to share these data with healthcare providers.

The availability of PGHD has expanded as consumers increasingly use smartphones, mobile apps, remote monitoring devices, and wearable devices that are capable of capturing health data. For example, apps and wearable devices are available to track fitness, sleep, heart rate and rhythm, blood pressure, blood glucose, and oxygen saturation. A 2016 report found more than 259,000 mobile health apps available in app stores such as Apple App Store and Google Play. In addition, the growth in provider usage of EHRs and the introduction of patient portals have created new tools to connect patients and providers and to integrate PGHD into clinical care. Some devices have even received approval from the U.S. Food and Drug Administration for use in clinical workflows.

**Strengths of PGHD**

PGHD are valuable to providers, researchers, and other stakeholders for several reasons. First, these data may supplement data collected during clinical encounters with more frequent measurements of health status, providing clinicians with a better overall picture of the patient’s health status. Patients may also benefit from improved understanding of their health; for example, heart failure patients in the Connected Cardiac Care Program at Partners HealthCare reported learning more about their condition and feeling more in control of their health after regularly monitoring and sharing data on their weight, heart rate, pulse, and blood pressure. Ideally, frequent monitoring could lead to timely interventions that prevent more significant complications, such as a change in prescription to reduce the likelihood of an asthma exacerbation. Some evidence suggests that some PGHD, particularly from sensor data, may be more reliable than data collected in the clinic, since measures like a 6-minute walk test can be estimated through sensors that are free of the influence of healthcare professionals who may coach some patients differently than others.

Researchers are interested in using PGHD to capture important information outside of regularly scheduled visits with a provider and to follow patients over time, particularly when patients change providers or no longer need to return for followup visits (e.g., post-surgery). In addition, the ability to capture PGHD may enable researchers to recruit from a larger pool of patients efficiently, rather than relying on traditional site-based enrollment models. In fact, a recent review on the potential value of PGHD for comparative effectiveness research concluded that ‘leveraging the emerging wealth of big data being generated by patient-facing technologies such as systems to collect patient-reported outcomes data and patient-worn sensors is critical to developing the evidence base that informs decisions made by patients, providers, and policy makers in pursuit of high-value medical care.’

There is also a growing body of literature on the validity and utility of PGHD for pharmacovigilance. For example, in the European PROTECT (Pharmacoepidemiological Research on Outcomes of Therapeutics) Consortium, funded by the Innovative Medicines Initiative, data were collected directly from pregnant women recruited on-line from the United
Kingdom, Denmark, The Netherlands and Poland. The PROTECT study examined medication use during pregnancy using bi-weekly or monthly questionnaires administered via the Internet, with the frequency of followup determined according to the participants choosing. The study compared patient-reported medication use for Danish patients with data from the Danish national prescription register and showed reasonably strong agreement; moreover, the PGHD also provided rich information about non-prescription medications (and recreational drug use) not available through other sources. It should be noted that patients consented to data linkage and provided their national identity number. The actual data linkage was accomplished through use of a trusted third party; similar approaches are being used in the United States.

Several efforts have been launched in recent years to support the use of PGHD in clinical care and research. At the Federal level, the Office of the National Coordinator (ONC) launched a project in 2015 to identify best practices, gaps, and opportunities for use of PGHD; project findings include a report on PGHD intended to inform future policy work in this area, two pilot demonstrations, and a practical guide. These findings are intended to support the long-term implementation of the PGHD requirements included in the Federal Health IT Strategic Plan, the ONC Interoperability Roadmap, the 2015 Certification Rule, Stage 3 of the CMS Meaningful Use Rule, the CMS Quality Payment Program, and the Precision Medicine Initiative at the National Institutes of Health (NIH). NIH’s All of Us Research Program, under the Precision Medicine Initiative, aims to collect data including PGHD from at least one million U.S. participants. ONC also recently updated its Patient Engagement Playbook to include strategies for integrating PGHD into clinical care.

In the private sector, Apple released HealthKit, a common framework to support sharing of PGHD among apps, services, and providers, in 2014. The related ResearchKit was released in 2015 to provide researchers with an open source framework to build apps to support smartphone-based research. ResearchKit enables researchers to use the iPhone’s sensors as well as third-party devices to monitor health variables captured in HealthKit and share those data with researchers and EHRs. In 2018, the American Medical Association and Google co-sponsored an innovation challenge aimed at improving interoperability and developing new methods of collecting and managing PGHD. The Patient-Centered Outcomes Research Institute (PCORI) has also devoted funding to building a sustainable foundation to support the use of PGHD in patient-centered outcomes research. More information on how to use ResearchKit and other similar tools to capture PGHD for use within a registry can be found in Chapter 5.

Limitations of PGHD

While interest in PGHD has increased, some barriers to the routine use of PGHD in research and clinical care still exist. First, as noted in the Duke-Margolis Center for Health Policy’s mHealth action plan, ‘interoperability as well as common data elements (and tightly bound self-defining metadata) and definitions will be critical, as disparate data streams will increasingly need to be combined to create actionable insights for maintaining an individual’s health and treating disease.’ Currently, PGHD sources differ in terms of what is measured, how it is measured, how data are structured, and how data may be transferred to other systems. Second, guidance on how to determine if a PGHD source is ‘fit for purpose’ would be useful. For example, some research has raised questions about the accuracy of some devices compared to other sources of
information; these concerns need to be considered in the context of the study objectives and measures of interest. In addition, multiple types of devices are available for many areas (e.g., FitBit, Jawbone for activity tracking), and it is unclear if these devices operate in the same manner and if data from these devices are interchangeable. There is also little guidance on how to transform data from continuous monitoring, often over long periods, into clinically meaningful endpoints.

On the patient side, some patients may not have access to the necessary technology (e.g., a smartphone, remote monitoring devices) to generate and share PGHD. Even patients with access to the technology may be unwilling to complete the steps required to capture and share data; for example, in a pilot study involving patients with asthma, patients needed to complete a setup process that included installing and activating the MyChart app, installing and consenting to the Asthma Health app, and permitting data sharing. Patients also may not recognize or understand the potential value of recording these data, or they may be reluctant to share the data with providers because of privacy concerns. Patients and other users of the data may also have different views on ownership of PGHD. At the provider level, workflow changes and analytic tools may be necessary to incorporate review of PGHD and appropriate outreach to patients with concerning data. Providers may also have concerns about the accuracy and validity of PGHD from various devices and about setting realistic patient expectations for how these data are used in clinical decision making. For example, providers may be concerned about potential liability if they do not act promptly on urgent information provided through PGHD channels or if they do act on inaccurate PGHD.

Researchers also face challenges when attempting to use PGHD in the context of a clinical study. As noted above, questions about the validity of the data exist, and researchers who enroll patients remotely may have difficulty verifying participant eligibility. Once patients are enrolled, researchers must trust that the submitted PGHD were generated by the enrolled participant (and not, for example, by a family member who borrowed a device). Researchers must also address the selection bias inherent in studies that require use of a specific technology. From an ethical standpoint, researchers may encounter difficulties with Institutional Review Board (IRB) approval and the informed consent process (e.g., with regard to the data collection and privacy practices of third party developers of apps or devices), although this is a rapidly changing area. The ONC report on PGHD noted that “the security and privacy protections that apply to PGHD are uneven and do not establish a consistent legal and regulatory framework.” Lastly, researchers planning to collect data over a long period must address issues related to technological change and device abandonment. The PGHD landscape is changing constantly with the rapid introduction of new devices and apps and the disappearance of others, making it possible that researchers will need to modify the study protocol to accommodate these changes. Patients may also lose interest in using a device over time and stop tracking data or submitting data to the study.

Further research is needed to support the efficient and effective use of PGHD in clinical practice and research. Specifically, research is needed to identify best practices for incorporating PGHD into research studies and ideally into the patient’s EHR to inform clinical decision making. More research is also needed to understand patients’ views about sharing PGHD with providers and researchers and to address their concerns. On the technical side, standardization of common
PGHD measurements could increase the reliability and validity of these data if uniformly applied. In particular, standardized measures that could be captured through patient devices as well as in the clinical setting would increase the utility of these data for research and clinical practice. These standards could be based on existing, patient-centered standardized outcome measures, such as those developed through the AHRQ-funded Outcome Measures Framework (OMF) project (Chapter 3).

### Genomic Data

Genomic data originates from an individual’s DNA and may refer to both the information from genetic tests (e.g., genetic markers) as well as the actual biospecimens. Due to recent advances in genomic technology, sequencing and analysis of biospecimens has produced large amounts of genomic data that could be linked to clinical data to help diagnose diseases, identify risk factors for diseases, and monitor responses to treatment. There is significant interest in using genomic data in clinical care and in research.

In clinical care, genomic data forms the foundation for precision medicine efforts. Precision medicine refers to the use of genomic and other data to guide the selection of the appropriate drug and dosage for an individual patient. The concept has received much attention in recent years, particularly with the creation of the NIH’s Precision Medicine Initiative in 2015, the passage of the 21st Century Cures Act in 2016, and the launch of NIH’s All About Us research study in 2017. While there is still much work to be done before precision medicine becomes broadly useful in clinical care, the practice of using genetic testing to guide treatment is already common in some areas. For example, in lung cancer, genetic testing is done to detect molecular biomarkers such as EGFR that guide treatment choices. Biomarkers also play a critical role in guiding treatment decisions for patients with invasive breast cancer. Beyond oncology, genomic data are used for many purposes, such as diagnosing rare diseases and detecting chromosomal abnormalities of the fetus during pregnancy.

The interest in genomic data and precision medicine has led to substantial investments in research examining how to use genomic data across a wide range of condition areas. In addition to individual research studies, several efforts have focused on creating biorepositories or biobanks to store biosamples for use in future research. One of the largest repositories of genomic data in the United States is the National Cancer Institute’s Genomic Data Commons (GDC). Genomic data generated from cancer research studies are available through the GDC for re-use in new research projects, subject to controlled access terms to protect patient privacy. Similarly, the RD-Connect project links genomic and phenotypic data to patient registries and other clinical databases, with the goal of streamlining multi-national rare disease research efforts.

Patient registries may collect genomic data to address many research questions. For example, the American Association for Cancer Research (AACR) launched a registry in 2015 to capture genomic sequencing data from patients with late-stage cancers and link these data to clinical outcomes. The data are aggregated and analyzed to identify possible ways to improve treatment decisions and patient outcomes. In another example, the Muscular Dystrophy Association (MDA) has launched the NeuroMuscular ObserVational Research (MOVR) data hub, with the
goal of capturing and linking genomic data with clinical data at the national level to support research for four rare diseases: amyotrophic lateral sclerosis, spinal muscular atrophy, Duchenne muscular dystrophy, and Becker muscular dystrophy. In this registry, clinical data are captured during routine care and linked with other data, such as genomic data and patient-reported outcomes.

While the use of these data has substantial potential, many barriers remain. Because genomic data contains highly sensitive information, some individuals may be unwilling to provide biosamples for research purposes. Many investigators are unwilling to share genetic testing results with patients because there is no clear impact on clinical decision making; this reduces the attractiveness of study participation for patients, who may wish to acquire this information in hopes of future benefits. Concerns have also been raised about the ethical implications of genetic testing, whether information should be shared with family members who may have the same genetic risk factor, and the possibility for identification of genetic mutations unrelated to the patient’s current treatment decision. Patient registries that intend to incorporate genomic data must consider these issues during the registry planning phase.

From an interoperability perspective, patient registries typically capture the results of genetic testing (e.g., presence of a specific mutation) within the registry dataset and, in some cases, link to a biorepository containing biosamples and more complete genomic data (see ‘Biorepositories and Registries’ white paper). However, as genome sequencing becomes more widespread and as the ability to store large amounts of data increases, registries may wish to store the results from both array-based sequencing and next generation sequencing, as well as new types of genomic data. Variant Call Format (VCF) files contain information only about specific genomic locations that differ whereas genomic Variant Call Format (gVCF) files contain all assayed nucleotide positions, regardless of whether they are variant.

**Radiological Image Data**

Imaging data include x rays, magnetic resonance imaging (MRI) scans, ultrasounds, computed tomography (CT) scans, and positron emission tomography (PET) scans that may be used for diagnosis and monitoring purposes. Increasingly, medical imaging plays an important role in guiding treatment decisions, and patient registries may wish to capture these data to support specific research objectives. When considering imaging data, it is important to distinguish between the interpretation or findings from the imaging study and the images themselves. Many registries currently store the findings from imaging studies (e.g., tumor location and size, degree of vertebral slip in lumbar spondylolisthesis). However, in some cases, registries may be interested in storing or linking to the images, as opposed to storing only the interpretation of the image. Access to the original images may be important to confirm a diagnosis, adjudicate study outcomes, or support new research questions that emerge over the course of the registry. In addition, interest in using machine learning and artificial intelligence methods to read medical images is increasing, and registries that link rich clinical data with images could be important resources as training and validation datasets.

While interest in storing images is increasing, many challenges still exist. First, different imaging technology can result in incompatible imaging files, even within one healthcare setting.
issue becomes even more complicated when attempting to include images in a patient registry that captures data from multiple healthcare settings. Digital Imaging and Communications in Medicine (DICOM) is the current standard for image file format and communication profile for many types of images. This standard provides a format for metadata describing the patient, exam, and other image details, which should facilitate data exchange and interoperability. However, some researchers have noted that many fields are entered incorrectly or left blank, creating complex issues when merging datasets. Linking images from different databases can also be challenging in the absence of a master patient identifier, and direct inclusion of images in registry databases (as opposed to linkages) increases the registry data storage requirements. Further work is needed to explore how best to link or import image files into patient registries.

Clinical Data Warehouses

Clinical data warehouses (CDWs) are used for a variety of clinical, research, and administrative purposes. A CDW is a database or repository containing clinical data from a variety of sources that are standardized for use in analysis and reporting. A widely used definition of a CDW is a “subject-oriented, integrated, time-variant collection of data to support decision making.” Other terminology that are used to refer to CDWs are: enterprise data warehouse, medical data warehouse, biomedical data warehouse, biomedical information warehouse, healthcare data warehouse, and clinical data repository. It is important to note that the terms “clinical data warehouse” and “clinical data repository” are often used interchangeably, but they may have specific, distinct meanings within an institution.

CDWs are developed to organize and standardize data that exist in separate silos within or across organizations, enabling analysis and reporting both from a feasibility and efficiency standpoint. Within an organization, data from billing systems, registries, EHRs, pharmacy systems and laboratory systems often reside in different places. When these data are loaded into a common CDW, they can be linked together at the patient level and used in tandem to answer questions that could not be addressed within each individual data silo. For example, prescription fill data from pharmacies may be used in concert with EHR medication orders to examine patient medication use and adherence.

CDWs are designed to contain complex and heterogenous data. Ideally, CDWs have a flexible schema model that allows for the addition of new data sources and types of data at any point in the lifecycle of the CDW. Most CDWs contain administrative data, such as billing data, as well as clinical data. Clinical data may come from inpatient or hospital EHR systems, disease or quality improvement registries, laboratories, pharmacies, and imaging centers. A common, unique patient identifier is required to link these disparate data sources together in the CDW. If the input data sources use different patient identifiers, a Master Patient Index must be maintained in the CDW as well.

Both structured and unstructured data may be included in the CDW. Natural language processing and other data mining techniques may be used to extract or manipulate data for inclusion in a CDW. Some examples of different types of data are provided below:
• **Pathology**: Pathology data may arrive in a report from an outside institution that is scanned and attached to a patient record in the EHR. Important information such as description of pathologic findings in tumor specimen and pathologic staging information must be extracted from these reports into a discrete element for integration into the warehouse. Various technologies are being used to accomplish this.56

• **Medical Imaging**: As discussed above, medical imaging data are large and complex. Special planning is required to provide the end user of a CDW with access to the image (often through a URL to a web based picture archive) while maintaining patient privacy.

• **Genomics**: As discussed above, storing genomic data, such as gVCF data, can require a huge amount of database space and may result in slower query run-time, so the end use for the data must be carefully considered when selecting the data to include in the CDW.57 Consideration may be given to mapping variants to Human Genome Organization gene names and indexes.56 As whole genome sequencing decreases in cost and becomes more widely available, CDW storage issues regarding the size of these data will need to be addressed.

In addition to allowing linkage of data from different sources at the patient level, CDWs are used to standardize data elements for ease of analysis. This may include ensuring that data elements are in a common format (e.g. diagnosis code from EHR in format 270.10 vs. code from claims data in format 27010) or mapping data elements to a standard terminology/ontology (e.g., ICD-10, LOINC, SNOMED). Standardization can be extremely time consuming and resource intensive, and the extent to which data are standardized within a CDW depends upon both the intended use cases for the data as well as the available resources within an organization.

In addition to use within a single organization, CDWs may be used to provide a central repository for data from multiple organizations to facilitate shared analysis and reporting.58 CDWs that incorporate data from multiple organizations are typically organized in one of three ways. First, sites may upload their data directly into a centralized CDW that integrates and stores all of the study/registry specific data from all participating sites.59 This model allows for efficient, centralized analyses, but resources are required to maintain a central database. This model may also trigger concerns about patient privacy, security, and data access. Alternately, individual sites may each maintain their own CDW, often with a CDM that is utilized by all participating sites. Analyses may be run at each site using shared code, since the underlying data architecture of each CDW is the same. This is known as a federated or distributed research network.60 Lastly, individual sites may maintain their own CDW, but use a centralized server to store information for data exchange, such as the data model, controlled terminologies, and other metadata.61

Once implemented, CDWs support a variety of objectives. Some CDWs are enterprise wide and provide broad data services to the entire organization.62-64 Others are narrower in scope and may exist only to meet the needs of a specific group within an organization. They may be used to generate ad hoc queries from researchers or clinicians, to run automated reports, or to identify patient populations of interest. Several examples of how CDWs are used in practice are provided below:
Clinical care: Data from a CDW can be used to provide actionable feedback to clinicians. For example, the Intermountain CDW integrates data from 22 hospitals and 179 outpatient facilities that are part of the Intermountain health system. The CDW is updated daily with data from the EHR and automated reports run that identify patients who have new positive MRSA cultures and notify infection specialists to prevent transmission in the hospital or office setting.62

Precision medicine for improving treatment for individual patients: Rutgers Cancer Institute created a CDW with a focus on integrating all data sources of importance in the treatment of an individual, including pathology, exon sequencing, radiology images and other data types which are often difficult to store and access.56 The availability of all data points of interest in one warehouse enables clinicians to access to the full array of data needed to tailor treatment for an individual and provides a rich resource for clinical studies.

Research: CDWs are used to identify patients for recruitment for clinical trials or observational research studies. The availability of diverse data elements can be used to design a targeted and efficient search strategy for appropriate patients.65 In addition, linked data in the CDW can be used to conduct retrospective studies of populations of interest.

Safety reporting: CDWs are used to identify adverse drug reactions66 or hospital adverse events.67

Machine learning and artificial intelligence: Machine learning algorithms use large volumes of complex data to make predictions. The data available in CDW are particularly suitable for machine learning.

Patient registries interact with CDWs in a variety of ways. The data collected by a registry may be uploaded into a CDW and then linked to additional data sources for analysis. Data supplied by other systems within the CDW may be used to validate the data reported in a registry. For example, pharmacy fill data may be used to validate reported medication use. A CDW can be used to generate or enrich a registry population and may be used to feed data in to a traditional registry electronic data capture (EDC) system from EHR, laboratory, or other data tables in the CDW.68 Automatically feeding clinical data into a registry can reduce the time required to enter data and ensure timely availability of data elements, such as laboratory test results, within the registry. However, the registry should carefully consider the impact of automatic data feeds on registry data quality.

CDWs are powerful tools for integrating disparate data sources into a single data repository, but the design of the warehouse schema and the data standardization rules must be carefully planned, both for the initial use cases and to accommodate future use cases that may arise. While it may be desirable to have all data cleaned and mapped, doing so requires a great deal of resources on an on-going basis, and choices must be made as to what is the most efficient model for the specific CDW. As with any existing data source, the data in the CDW will only be as good as the data in the source files. Incomplete or incorrect data in the source files will be replicated in the CDW. Methods to cross-validate and error check are needed but will not be able to account for all data issues.
The patient linkage inherent in CDWs also raises concerns about patient privacy. CDWs must have the necessary access and security controls to ensure appropriate access to patient-level data. In addition, de-identified data that are transferred to the CDW may become identifiable when combined with other data in the warehouse. Data access rules and honest brokers may be necessary to protect patient privacy in these circumstances.

**Health Information Exchanges**

Electronic Health Information Exchange (HIE) refers to the electronic transfer of patient health information between healthcare providers. HIEs address interoperability issues and enable the bi-directional exchange of data either through a centralized data repository or through a federated network of sites. Although primarily conceptualized a means to improve the quality of care for patients and reduce healthcare costs, HIEs are tools that could be used for the creation or maintenance of a population-based registry. HIE organizations possess technical capabilities, such as data extraction from multiple organizations’ health IT systems, transformation of the data into a common format, and loading of data into a common repository, that are highly relevant to patient registries. Since much of the work to address interoperability issues has already been done by the HIE organization, a registry may leverage the existing infrastructure for its own purposes.

Population-based registries with state-mandated reporting requirements are increasingly interfacing with HIEs to allow providers to directly report to the registry through the HIE. For example, in Colorado, the Colorado Regional Health Information Organization (CORHIO) allows the Colorado Department of Public Health and Environment to access the network’s web portal for case finding activities for the Colorado Central Cancer Registry. The cancer registry uses data in the CORHIO network portal to augment information that might be missing on cases reported through pathology lab reporting systems and to identify cancer cases that were not reported. The cancer registry staff reduced time spent calling providers to obtain additional information and improved the completeness of case finding by collaborating with the HIE. Other states have developed use cases for reporting to cancer registries directly from the provider’s EHR system via HIE.

Direct reporting is also common with immunization registries. For example, the Michigan Care Improvement Registry (MCIR) is a lifespan registry that contains immunization records for all Michigan residents. The Great Lakes Health Connect HIE enables participants to directly transmit immunization records to MCIR, thereby reducing provider reporting time. The MCIR also uses the HIE to improve immunization record accessibility and to exchange immunization records across state lines. Indiana healthcare providers can send immunization records for Michigan residents to the MCIR via HIE through a collaboration between the Michigan Health Information Network Shared Services and the Michiana Health Information Network. Patients living in the border areas of these two states often travel back and forth across state lines and may access healthcare in both states. Enabling providers to share health information across state lines is an important step in improving continuity of care for these patients and in improving the completeness of immunization records.
To date, HIE networks and registries have largely collaborated on state-mandated registries, but there are opportunities to leverage HIE networks to create or enhance registries. In particular, HIE data may be a useful source for identifying potential patients for inclusion in a registry. For example, the Maine Health InfoNet HIE network was used to identify patients with congestive heart failure and diabetes via natural language processing and to predict incident essential hypertension using machine learning models. These efforts could be extended to the establishment of patient registries if appropriate patient consent and data governance rules are established.

Sharing of protected health information (PHI) is a significant barrier to leveraging HIE networks for registry development. State-mandated registries, such as those discussed above, typically have legal authority for the exchange of PHI without explicit informed consent from the patient. However, most other types of registries would need to address the issue of patient consent. The underlying model of an HIE may also affect its usefulness for registry activities. HIEs that use a centralized data repository are better suited for aggregating and analyzing data than models in which data are “owned” and maintained at the individual site and are not easily aggregated. However, data currency is an issue in any model where data must be “pushed” to a central repository. While HIEs represent a potential source of data for registries, further work is needed to understand barriers and to develop clear use cases beyond state-mandated registries.

Conclusion

As the ecosystem of health data expands, registries increasingly are interested in linking to or integrating data from other sources to minimize the burden of data entry and to address specific research objectives. Beyond EHRs, many sources of relevant data exist. However, incorporation of these data sources is challenging in many cases. Registries should carefully consider the purpose of the registry and the suitability of the data source for achieving that purpose, as well as the legal and ethical implications of incorporating other data sources, as a first step before addressing the technical interoperability challenges discussed in the next two chapters of this document. Further research to develop tools to help registries understand the quality of other data sources and the potential impact of incorporating these data into the registry database also would be useful to help inform these decisions.
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**Introduction**

Interoperability is defined as the ability of a system to exchange electronic health information with and use electronic health information from other systems without special effort on the part of the user.\(^1\) As discussed in Chapter 1, interoperability is complex and requires consideration of multiple factors, including the data to be shared, the format of the data, the necessary permissions to protect patient privacy, and method of transferring the data.

Technical standards are an important foundation for exchanging data. The standards relevant for interoperability can be grouped into five categories, as shown below in Figure 3-1.

**Figure 3-1. Categories of standards relevant for interoperability**

![Diagram showing five categories of standards relevant for interoperability.]

*Adapted from Connecting Health and Care for the Nation A Shared Nationwide Interoperability Roadmap. Office of the National Coordinator for Health Information Technology.\(^1\)
Data standards, such as vocabularies and code sets, are a critical building block for the interoperability of electronic health information. Data standards support semantic interoperability, meaning the ability for systems exchanging the data to interpret the data correctly. For example, different health systems may use different terms for the same concept (e.g., Tylenol, acetaminophen). When these data are exchanged, the systems must recognize these terms as synonyms and not different medications.

The purpose of this chapter is to discuss the role of data standards in supporting semantic interoperability, describe how registries currently use data standards, and discuss the applicability for registries of recent efforts to promote data harmonization and standardization.

**Vocabulary and Terminology Standards**

Vocabulary and terminology standards provide a consistent approach for documenting electronic health data across providers and sites to support clinical care and healthcare operations. Several vocabulary and terminology standards have been developed for different purposes, as shown in Table 3-1.

**Table 3-1. Examples of vocabulary and terminology standards***

<table>
<thead>
<tr>
<th>STANDARD</th>
<th>ACRONYM</th>
<th>DESCRIPTION</th>
<th>DEVELOPER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Procedural Terminology</td>
<td>CPT®</td>
<td>Medical service and procedure codes commonly used in public and private health insurance plans and claims processing.</td>
<td>American Medical Association</td>
</tr>
<tr>
<td>International Classification of Diseases</td>
<td>ICD-10</td>
<td>International standard for classifying diseases and other health problems recorded on health and vital records. The ICD is also used to code and classify mortality data from death certificates in the United States.</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>Systemized Nomenclature of Medicine</td>
<td>SNOMED CT</td>
<td>Clinical healthcare terminology that maps clinical concepts with standard descriptive terms.</td>
<td>International Health Terminology Standards Development Organization</td>
</tr>
<tr>
<td>National Drug Code</td>
<td>NDC</td>
<td>Unique 3-segment number used as the universal identifier for human drugs.</td>
<td>U.S. Food and Drug Administration</td>
</tr>
<tr>
<td>RxNorm</td>
<td>RxNorm</td>
<td>Standardized nomenclature for clinical drugs. The name of a drug combines its ingredients, strengths, and/or form. Links to many of the drug vocabularies commonly used in pharmacy management and drug interaction software.</td>
<td>National Library of Medicine</td>
</tr>
<tr>
<td>World Health Organization Drug Dictionary</td>
<td>WHODRUG</td>
<td>International drug dictionary</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>Logical Observation Identifiers Names and Codes</td>
<td>LOINC®</td>
<td>Concept-based terminology for lab orders and results.</td>
<td>Regenstrief Institute for Health Care</td>
</tr>
</tbody>
</table>

*Adapted from "Data Elements for Registries," in Registries for Evaluating Patient Outcomes: A User’s Guide.²*

Within a standard vocabulary, a subset of terms and codes that is used for a specific purpose may be grouped into a value set. For example, a value set may be created to identify all patients with
heart failure for the purposes of calculating a heart failure quality measure. The Value Set Authority Center (VSAC) is a Federal repository for value sets.³

Despite progress in the use of vocabulary and terminology standards, challenges still exist. Multiple standards are still used for some areas (e.g., medications), and some systems that capture electronic health data use local terminologies instead of existing standards. In addition, some types of electronic health data, such as radiographic images, pathology slides, and clinical notes, may not be recorded using vocabulary and terminology standards.

Where feasible, patient registries should consider defining data elements based on existing vocabulary and terminology standards, particularly if the registry intends to incorporate data from other health IT systems. As an example, diagnoses that are required for entry into the registry may be defined in terms of ICD-10 codes.

**Common Data Elements**

Common data elements (CDEs) are standardized data elements that can be used in multiple clinical studies. In the context of registries, use of CDEs would support linkages and aggregations with data from other studies and potentially improve efficiency in data capture, as data could be captured once and used in multiple studies.⁴ General or core CDEs are intended to be relevant across therapeutic and disease areas, while disease-specific CDEs are intended to be used within a specific therapeutic and disease area. General and disease-specific CDEs are often grouped into a minimum or core set of data elements to be collected in all studies of a specific type (e.g., diabetes patient registries). To facilitate consistent capture of data across sites and over time, CDEs typically include standard definitions, code lists, and instructions.

Many sources of CDEs exist. The National Institutes of Health (NIH) manages a Common Data Element (CDE) Repository that contains CDEs developed through NIH-supported efforts as well as other efforts. The CDE Repository includes both general and disease-specific CDEs. Where possible, CDEs are linked to standardized value sets in VSAC. The Clinical Data Interchange Standards Consortium (CDISC) also has created a set of general CDEs suitable for use in clinical research. Specific to registries, the Common Healthcare Data Interoperability Project is a collaboration between the Duke Clinical Research Institute and The Pew Charitable Trusts to advance interoperability across EHRs and registries by standardizing frequently used clinical concepts as CDEs. These and other CDE efforts are summarized in Appendix A.

**Standardized Outcome Measures**

While standardized vocabularies and CDEs have facilitated the consistent capture of health data in many areas, they have not addressed one of the key challenges associated with use of electronic health data for clinical research, quality improvement, population health management, and value-based care. That challenge is the lack of common, standardized patient outcome measures across medical conditions and consistent definitions for the data elements that must be collected to determine these outcomes. By patient outcomes, we refer to that condition-specific information that is relevant to both patients and providers, and which clearly describes whether an individual’s disease or condition has improved or worsened. For registries that seek to evaluate patient outcomes, adopting standardized outcomes allows different registry holders to
compare and/or aggregate results. Further, use of standardized outcomes paves the way for more standardized collection and exchange of the underlying key variables within and between health information technology systems.

Standardized outcome measures provide a higher-level grouping of standardized data elements, such as CDEs or value sets, into an outcome measure definition that can be captured consistently across providers and care settings. Currently, standardized outcome measures have not been developed or are not widely used in most condition areas. Instead, registries, clinical trials, quality improvement initiatives, and other data collection efforts frequently measure different outcomes or use different definitions of the same outcome measure. For example, in 2016, the Agency for Healthcare Research and Quality (AHRQ) conducted a technology assessment to determine the safety and efficacy of retinal prosthesis systems for halting disease progression in patients with retinitis pigmentosa. The 11 studies included in the systematic review reported 74 different outcome measures. Only three of the 74 outcome measures were reported by three or more studies, and only four of the outcome measures had evidence of validity and reliability. In addition, even when studies reported the same acuity test, the data were reported in different ways, making it difficult to aggregate and compare the results. The authors of the review noted that little consensus exists among researchers studying retinal prosthesis systems as to which outcomes to measure. Due to the inconsistencies in evidence, the report made no conclusions about the likelihood of patient benefit from these devices.5 This type of variation in the selection of outcome measures is common across condition areas and has been well-documented in the literature.6-9

Variation in the definition of a specific outcome measure concept is equally problematic. Consider, for example, the definitions of bleeding that are used in cardiovascular research. A systematic review and meta-analysis published in 2014 found that 10 different definitions of major bleeding are currently used in clinical trials and patient registries for patients undergoing percutaneous coronary intervention (PCI). The definitions include different clinical events (e.g., blood transfusion, hemorrhage), different laboratory parameters, and different outcomes (e.g., mortality), and the incidence of major bleeding, naturally, varies depending on the definition used by the study. In one example cited by the authors, non-coronary artery bypass graft related major bleeding occurred in 0.87% of patients according to one definition but in 3.1% of the same patients according to another definition. While PCI studies are measuring the same outcome, comparison across studies is challenging because of the variations in definition.10 An earlier review, published in 2007, identified the same issue with bleeding definitions in PCI studies, leading the authors to conclude that “different bleeding definitions can lead to markedly different conclusions about the safety of an antithrombotic regimen.”11

Technical interoperability will not address issues such as these that result from measurement of different concepts or use of different definitions. To fully realize the promise of health data interoperability, it is essential to standardize the outcome measures that are being collected across health IT systems, so meaningful comparisons and aggregations can be made. This requires both consensus on which outcome measures should be captured in each condition area, as well as standardization of the definitions and data elements that make up these key outcome measures.
Many consensus-based efforts with different intended uses and scopes have been launched to address these issues. Some efforts have focused on standardizing the definition of a single outcome, such as myocardial infarction, while others have focused on harmonizing the outcome measure concepts captured across studies in a specific disease area. OMERACT (Outcome Measures in Rheumatology), a long-standing, independent, and international initiative, is an example of the latter type of effort. Over the past 20 years, OMERACT has developed core sets of outcome measures for use in rheumatoid arthritis, osteoarthritis, psoriatic arthritis, fibromyalgia, and other rheumatic disease research through a well-documented, repeatable process that has served as a model for other efforts. Some efforts have focused on improving the methodology used to develop and report on consensus-based standards or increasing access to standards that have already been developed. For example, the COMET Initiative provides a searchable database of harmonization efforts published in the peer-reviewed literature. Although a full review of existing efforts is beyond the scope of this chapter, more information on many relevant efforts can be found in Appendix A.

Despite myriad efforts, many new research studies, including patient registries, do not use existing standardized measures or data elements. In some cases, standards have not yet been developed for a specific condition area. In other cases, researchers may not be aware of existing standards, may disagree with the standards or wish to measure different outcomes, or may be uncertain about the quality or value of using the existing standards. A 2016 report from The Pew Charitable Trusts examined barriers to use of existing data standards in patient registries and found that registry stewards frequently have not participated in the development of data standards, resulting in standards that may not meet the needs of registries and their stakeholders. In addition, use of data standards is not required, and, although some registries use them, much of the value of standardization can only be realized if the majority of registries use the standards. That tipping point has not yet been reached. Finally, even when researchers would like to adopt a data standard for new projects, concerns about preserving the continuity of evidence from earlier studies and the challenges of mapping data from previous datasets to new data elements may lead them to use legacy data elements or measures.

Standardization is a critical building block in a national research infrastructure and learning health system, and efforts are needed to address these barriers and spur increased adoption and use of standardized data elements and outcome measures. In particular, inclusion of patient registries in the development of data standards is essential, given the central role that registries play in the learning health system and national research infrastructure (see Chapter 1). The following sections describe the Outcome Measures Framework project, an effort funded by the Agency for Healthcare Research and Quality (AHRQ) to address several of these barriers by developing standardized outcome measures in five condition areas for use in patient registries and other health information technology systems across the learning health system.

**Development of the OMF**

Over the past eight years, AHRQ has supported a series of projects to understand the variation in outcomes measurement in patient registries and to develop tools to support harmonization of outcome measures. This work launched in 2011 with a series of stakeholder meetings designed to gather information on how outcome measures were collected in existing patient registries and
how stakeholders would like to see information on outcome measures presented. In parallel, background research was conducted to identify existing models or systems designed to categorize and/or present information on data elements, outcome measures, or quality measures. Based on the background research and stakeholder feedback, the Outcome Measures Framework (OMF) was created in early 2012. The OMF is a conceptual model for classifying outcomes that are relevant to patients and providers across most conditions. The OMF was revised following a series of web-based meetings and document review cycles with stakeholders and finalized in December 2012.\(^{17}\)

The second phase of the OMF project began in 2013 with a systematic literature review of systems used to standardize language and definitions for outcome measures and other data elements, including systems for registries, clinical trials, electronic health records (EHRs), and quality reporting systems. The literature review identified 61 publications on three major topics: harmonizing data elements, key components of outcome measures, and governance plans for existing models. Many of the publications described efforts to harmonize data elements or create core sets of outcome measures; these efforts were identified as useful models for developing standardized outcome measures through a consensus-driven process. At the time this review was completed (2014), no existing efforts with the same or substantially similar goals as the OMF project were identified.\(^{18}\)

In preparation for using the OMF to support the development of standardized outcome measures, a qualitative analysis was conducted in 2015 to test the robustness of the OMF and identify any areas for improvement. Outcome measures from four diverse condition areas – depression, asthma, rheumatoid arthritis, and cardiac surgery – were abstracted from patient registries listed on ClinicalTrials.gov in June 2015 and mapped to the OMF. The condition areas were selected to represent different types of conditions, treatment options, providers, care settings, and patient populations. Two of the condition areas (rheumatoid arthritis and cardiac surgery) were selected for further analysis, and additional outcome measures were abstracted from patient registry-run websites and the published literature and mapped to the OMF. Across the four condition areas, 416 outcome measures were identified and reviewed. Most measures mapped directly to the OMF; analysis of the measures that did not map directly to the OMF resulted in minor modifications to the framework. The analysis demonstrated the robustness of the OMF for classifying a diverse group of outcome measures and highlighted its potential for supporting the development of standardized outcome measures in a range of condition areas.\(^{19}\)

Throughout each phase of the development of the OMF, stakeholder feedback has been actively sought and incorporated into the framework. Over 400 stakeholders representing registry stewards, healthcare provider organizations, professional societies, academia, research and consulting organizations, government agencies, patient/consumer organizations, journal editors, payers, and pharmaceutical and medical device companies have participated in the various meetings and review activities. More information on the development of the OMF can be found in the 2014 publication on development of the OMF\(^ {17}\) as well as AHRQ reports on the literature review and analysis of ClinicalTrials.gov data.
Structure of the OMF

The OMF (Figure 3-2) is a hierarchy with three levels: domains, subcategories of data elements, and data elements. The domains – characteristics, treatments, and outcomes – represent the process by which characteristics of the participant, disease, and provider influence treatment, and by which characteristics and treatment together influence outcomes. The process may be iterative, in that outcomes of one treatment may determine additional courses of treatment. At the second level, subcategories of data elements are presented to help guide the definition of an outcome measure. For example, information on the intent of a treatment (palliative vs. curative vs. management) is important when determining the appropriate outcomes to measure. Lastly, at the third level are the categories of data elements that would be used to define an outcome measure, such as data elements to capture the patient demographics and diagnosis. These categories are intentionally broad so that the framework can be used across condition areas; not all categories will be relevant in a specific condition area.

Figure 3-2. Outcome Measures Framework

In the Outcomes domain, outcome measures are grouped into five main categories: survival, clinical response or status, events of interest, patient-reported, and resource utilization. These categories represent both final outcomes, such as mortality, as well as intermediate outcomes, such as clinical response. While final outcomes may be most important in some condition areas, inclusion of intermediate outcomes such as clinical response makes the framework applicable to
chronic conditions such as asthma or diabetes, where tracking patient-reported outcomes and disease progression over time is critical. It is also important to note that outcome measures may fit in more than one category. As an example, patient-reported outcomes may be used to assess clinical response (or status) for some conditions (e.g., depression).

Finally, two categories – Experience of Care and Impact on Non-Participant – are included below the Outcomes domains section. These measures fall outside of the structure of the OMF, in that they do not reflect an outcome of treatment for an individual patient; however, these are important concepts to capture in some condition areas. For example, a registry may wish to capture a birth outcome for a woman receiving treatment during pregnancy. Registries also may wish to understand patients’ experiences of care, particularly as they relate to specific issues encountered during treatment, such as care coordination and provider communication in oncology.

The framework is a common model intended to be applied to specific conditions in potentially differing ways. For that reason, recommendations for measurement frequency are not specified in the model, but should be specified when applying the OMF to specific condition areas. Different timeframes and measurement frequencies may be appropriate depending on the condition area and outcome measure of interest. Further, some timepoint data collection decisions are made by registries today with a goal to minimize administrative and respondent burden. As these data elements are incorporated into interoperable health IT systems, those limitations may become fewer, allowing for new timepoints for some measures to be added (e.g., longer followup).

Use of the OMF To Support Measure Harmonization

The OMF is now being used for its intended purpose of serving as a content model for developing standardized outcome measures for use in patient registries and other primary data collection efforts. AHRQ led this effort in collaboration with the Food & Drug Administration and the National Library of Medicine. A key goal of the initiative, which was supported by the Assistant Secretary of Planning and Evaluation (ASPE) Patient-Centered Outcomes Research Trust Fund, was to standardize the definitions of the components that make up the outcome measures, so that the measures could be captured consistently within EHRs and so that those using the measures can understand the level of comparability across different systems and studies.

For this exercise, standardized outcome measures were developed for five condition areas using a reproducible process involving registry sponsors and other stakeholders, such as clinicians and representatives from patient advocacy organizations, payers, funding agencies, regulatory bodies, and research organizations. The five condition areas – atrial fibrillation, asthma, depression, non-small cell lung cancer, and lumbar spondylolisthesis – were selected to represent different types of conditions (chronic, acute, mental health), treatment modalities, care providers and care
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settings, and patient populations. Within each condition area, workgroups made up of registry sponsors and other stakeholders produced a minimum set of standardized measures that could be captured in future registries as well as in clinical practice in the condition area of interest; workgroups also identified characteristics of the patient, disease, and provider that are necessary to support appropriate risk adjustment for the measures included in the minimum set. The minimum measure sets and fully populated, condition-specific frameworks are published elsewhere,\textsuperscript{20, 21} but the key lessons learned and insights are summarized below.\textsuperscript{22}

The condition areas selected for this project were chosen intentionally to present different challenges, with the goal of testing the robustness of the OMF as a tool for supporting harmonization across condition areas. Several differences were observed across the workgroups, and some of these differences had an impact on the harmonization effort. First, the number of registries participating in each of the five workgroups was similar, but the number of outcome measures collected in each condition area ranged from 27 in depression to 112 in atrial fibrillation, as shown in Table 3-2, which naturally influences the likelihood that an OMF categorization would be covered.

<table>
<thead>
<tr>
<th></th>
<th>ATRIAL FIBRILLATION</th>
<th>ASTHMA</th>
<th>DEPRESSION</th>
<th>LUNG CANCER</th>
<th>LUMBAR SPONDYLOLISTHESIS</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Participating Registries</td>
<td>13</td>
<td>13</td>
<td>11</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td># of Outcome Measures</td>
<td>112</td>
<td>46</td>
<td>27</td>
<td>66</td>
<td>57</td>
</tr>
<tr>
<td>OMF Category: Survival</td>
<td>11 (10%)</td>
<td>2 (4%)</td>
<td>2 (7%)</td>
<td>6 (9%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>OMF Category: Clinical Response</td>
<td>4 (4%)</td>
<td>9 (20%)</td>
<td>11 (41%)</td>
<td>10 (15%)</td>
<td>21 (37%)</td>
</tr>
<tr>
<td>OMF Category: Events of Interest</td>
<td>81 (72%)</td>
<td>3 (7%)</td>
<td>2 (7%)</td>
<td>8 (12%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>OMF Category: Patient-Reported</td>
<td>6 (5%)</td>
<td>14 (30%)</td>
<td>10 (37%)</td>
<td>30 (45%)</td>
<td>21 (37%)</td>
</tr>
<tr>
<td>OMF Category: Resource Utilization</td>
<td>10 (9%)</td>
<td>17 (37%)</td>
<td>2 (7%)</td>
<td>9 (14%)</td>
<td>3 (5%)</td>
</tr>
<tr>
<td>OMF Category: Experience of Care</td>
<td>N/A</td>
<td>1 (2%)</td>
<td>N/A</td>
<td>3 (5%)</td>
<td>1 (2%)</td>
</tr>
</tbody>
</table>

The categorization of the measures also differed across condition areas. In each condition area, all outcome measures captured in the registries were collected and categorized according to the OMF. The measures were then reviewed and prioritized by the workgroups, with the goal of identifying a minimum set of measures that are broadly relevant. The minimum measure set is intended for use as a core set of outcomes that will be collected in all future registries and would also be suitable for use in clinical practice in the specific condition area; some studies may collect additional outcomes using other definitions to meet specific purposes. While the categorization of all measures differed by condition area, the categorization of the measures in the minimum measure sets is relatively consistent across condition areas (see Table 3-3). It should be noted that, as discussed above, some measures may fit into more than one category (e.g., patient-reported outcomes that are used to measure clinical response).
Table 3-3. Minimum measure sets – categorization of outcome measures

<table>
<thead>
<tr>
<th></th>
<th>ATRIAL FIBRILLATION</th>
<th>ASTHMA</th>
<th>DEPRESSION</th>
<th>LUNG CANCER</th>
<th>LUMBAR SPONDYLOLISTHESIS</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Measures in Minimum Set</td>
<td>18</td>
<td>19</td>
<td>11</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>Survival</td>
<td>3 (17%)</td>
<td>1 (5%)</td>
<td>2 (18%)</td>
<td>3 (38%)</td>
<td>1 (7%)</td>
</tr>
<tr>
<td>Clinical Response</td>
<td>3 (17%)</td>
<td>5 (26%)</td>
<td>3 (27%)</td>
<td>2 (25%)</td>
<td>5 (36%)</td>
</tr>
<tr>
<td>Events of Interest</td>
<td>7 (39%)</td>
<td>5 (26%)</td>
<td>2 (18%)</td>
<td>2 (25%)</td>
<td>4 (29%)</td>
</tr>
<tr>
<td>Patient-Reported</td>
<td>2 (11%)</td>
<td>4 (21%)</td>
<td>1 (9%)</td>
<td>*</td>
<td>3 (21%)</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>3 (17%)</td>
<td>3 (16%)</td>
<td>2 (18%)</td>
<td>1 (13%)</td>
<td>1 (7%)</td>
</tr>
</tbody>
</table>

*The group agreed on the importance of capturing patient-reported outcomes, but did not reach consensus on a specific domain to capture.

In addition, the condition areas differed with respect to existence of consensus statements and data standards. Multiple consensus statements and data standards were identified to support the work of the atrial fibrillation workgroup. Data standards and consensus definitions also exist for lung cancer, and, to some extent, asthma. However, very few relevant consensus statements or data standards were identified for depression and lumbar spondylolisthesis. In areas where standard definitions are already in use, the workgroups were generally able to reach consensus on definitions more quickly. Existing quality measures also played an important role in some workgroups. In asthma and depression, quality measures that require use of specific validated instruments (e.g., asthma control tests, depression screening tool) are already widely implemented, and the workgroup chose to recommend use of the same instruments to further encourage harmonization across providers and data collection initiatives.

**Survival Measures**

Across the condition areas, all-cause mortality was generally identified as an important outcome measure. Discussion focused on cause-specific mortality, with emphasis on the difficulty of ascertaining cause of death in a more consistent and accurate fashion than what is listed on a death certificate. An example of a cause-specific mortality measure is procedure-related death, which the atrial fibrillation workgroup defined as, “all-cause mortality within 30 days of the procedure or during the index procedure hospitalization (if the postoperative length of stay is > than 30 days). Procedure-related deaths include those related to a complication of the procedure or treatment for a complication of the procedure.”

**Clinical Response or Status**

Clinical Response measures capture the clinician’s assessment of whether the patient is responding to treatment — meaning improving, worsening, or remaining stable — or, for patients not receiving treatment, whether the patient’s clinical status is changing. These measures were challenging for many of the workgroups for the reason that, in many clinical conditions, a uniform approach to assessing clinical response has not been clearly articulated by the providers who treat those conditions. Moreover, clinicians freely admit that it can be difficult to date the onset and resolution of exacerbations of chronic diseases. It should also be noted that in some condition areas, different outcomes may be used depending on the intent of treatment (e.g., anticoagulation vs. ablation in atrial fibrillation). Timeframes for measuring clinical response, such as timeframes for measuring remission and response in depression, were also challenging.
areas for agreement as there is limited research to guide optimal time points, now how to achieve such optimal measurement intervals in real-world data collection. An example of a clinical response measure for asthma is exacerbation, defined as: “exacerbations of asthma are episodes characterized by an increase in symptoms of shortness of breath, cough, wheezing or chest tightness and decrease in lung function, i.e. they represent a change from the patient’s usual status that is sufficient to require a change in treatment. Exacerbation includes any of the following: (a) prescribed systemic steroids (defined as 2 or more days of oral steroids or a steroid injection) or increasing the oral steroid dose from dose at baseline; (b) an asthma-related hospitalization, ED visit, urgent care center visit, or unscheduled office visit requiring prescription of systemic corticosteroids; (c) documentation by provider of acute asthma exacerbation.”

**Events of Interest**

Outcome measures included in this category often captured complications or adverse events related to treatment or events associated with disease progression. In some cases, events in this category overlapped with events included in the resource utilization category (e.g., hospitalization or emergency department visit). An example of an event of interest for depression is suicide ideation and behavior, defined as, “selection of ‘several days’, ‘more than half the days’ or ‘nearly every day’ option on PHQ-9 item 9 (“Thoughts that you would be better off dead or of hurting yourself in some way”). Supplemental assessments of suicide ideation and behavior should be completed for patients who screen positive for suicide ideation on the PHQ-9. Supplemental assessments should be completed using an appropriate, brief, validated instrument, such as the Concise Health Risk Tracking (CHRT) scale.”

**Patient-Reported Outcomes**

The category of patient-reported outcomes was one of the most challenging areas across the workgroups. Most workgroups reached consensus quickly on the importance of capturing patient-reported outcomes, but consensus on the domains to measure and instrument(s) to use was much harder to obtain. Patient-reported domains of interest varied depending on the intent of treatment, stage of disease, population under study, and purpose of the registry. Even when workgroup members agreed on a domain (e.g., atrial fibrillation-related quality of life), agreement on a specific instrument was difficult. In some cases, this was due to use of various instruments in clinical practice, while in other cases, no single instrument was routinely used in clinical practice or there may be many aspects of quality of life that were of interests, e.g., ability to take care of oneself and others, to work, etc. In addition, this project restricted recommendations of specific instruments to instruments that are validated, publicly available, and have strong psychometric properties. Instruments that met these criteria were not available to measure all domains of interest identified by the workgroups.

The experience of the workgroups in this area reflects the need for further development and validation of patient-reported outcome measures that are appropriate for routine use in clinical practice as well as research. In addition, development of crosswalks from legacy instruments to newer instruments is essential to allow for comparisons and data mapping across studies.
Resource Utilization

Most workgroups focused on all healthcare utilization related to the condition, with some groups calling out specific events of interest (e.g., hospitalization). Recognizing the inherent difficulty of determining whether an event was truly related to a condition or just coincidental is difficult under the best of circumstances. For some conditions, impact on productivity and missed days of school were also identified as outcomes of interest. An example of a resource utilization measure from depression is work productivity, defined as, “work productivity loss (overall work impairment/absenteeism plus presenteeism), as measured by the Work Productivity and Activity Impairment Questionnaire (WPAI), reported in 12-month intervals.” (As mentioned previously, measures may fit into more than one category; here, the WPAI is a patient-reported outcome, but it is being used to measure resource utilization in this context.)

Translation to Standardized Terminologies

As noted above, a key goal of this project was to improve the comparability and consistency of outcome measures collected in different studies and different systems. Narrative definitions, such as those produced by the workgroups, still allow for inconsistency in data collection, particularly when the data are abstracted from different EHRs or other data collection systems. As a final step in this project, the narrative definitions produced by the workgroups were translated into standardized terminologies (e.g., ICD-10, SNOMED, LOINC) to reduce burden of implementation and to facilitate consistent capture within an EHR.

For each measure, clinical informaticists defined the recommended reporting period, initial population for measurement, outcome-focused population, and data criteria and value sets. Because EHR data often do not contain all required components of a measure definition, the standardized definitions focus on gathering the clinician’s assertion of an outcome condition and as much supporting evidence as possible, so that some structure evidence is available. Relationships between events are often not directly asserted within an EHR (e.g., a specific complication resulting from a procedure). Where possible, relationships are inferred based on time stamps and intervals; where this is not possible (e.g., cause of death), the expression logic requires an asserted relationship.

For each outcome, the following were defined:

- An object representing the outcome condition itself: In many cases, the only structured data will be an assertion of an outcome, with all the supporting evidence being present in the narrative.
- Fast Healthcare Interoperability Resources (FHIR) resources for evidence for the outcome: These include labs, diagnostic imaging, etc.
- FHIR resources for additional relevant events: These might include procedures, encounters, etc.
- Temporal aspects for all events: These allow for inferred relationships.

In addition, this project aimed to leverage existing resources and build connections across initiatives. To support that goal, existing common data elements and value sets were identified.
through review of four sources (eCQI Resource Center,24 Value Set Authority Center [VSAC],3 Consolidated CDA [C-CDA],25 and NIH Common Data Elements Repository26) and used wherever possible. Results of the comparisons were documented in the Introductory document for each library of common data definitions, and existing common data elements and value sets were used where appropriate.

The final standardized data libraries will be made available publicly on the AHRQ website.

**Conclusion**

Data standardization creates the foundation for sharing data across health IT systems. Consistent and widespread use of data standards will improve semantic interoperability and facilitate more meaningful exchanges of data. Many data standardization efforts to date have focused on *how* to collect commonly captured data (e.g., demographics, medications, procedures) using standardized vocabularies or CDEs that are relevant across condition areas. More recently, standardization efforts have shifted to focus on *what* to collect within a specific condition area, for example by defining core sets of disease-specific CDEs or standardized outcome measures. Standardization of both how and what data are collected will support broader efforts to build a national research infrastructure and learning health systems.

Despite the promise of standardization, many challenges remain. Registries may be unaware of standards or may find that existing standards are not suitable for their purposes. In many condition areas, disease-specific CDEs and standardized outcome measures have not been developed. Further work is also needed to explore the willingness of registry developers to adopt the standards, such as standardized outcome measures, in future research projects and to identify incentives to encourage widespread implementation of these standards within other data collections systems, such as EHRs.
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Introduction

There is growing interest in using data captured in electronic health records (EHRs) for patient registries. Both EHRs and patient registries capture and use patient-level clinical information, but conceptually, they are designed for different purposes. A patient registry is defined as “an organized system that uses observational study methods to collect uniform data (clinical and other) to evaluate specified outcomes for a population defined by a particular disease, condition, or exposure and that serves one or more predetermined scientific, clinical, or policy purposes.”

An EHR is an electronic system used and maintained by healthcare systems to collect and store patients’ medical information. EHRs are used across clinical care and healthcare administration to capture a variety of medical information from individual patients over time, as well as to manage clinical workflows. EHRs contain different types of patient-level variables, such as demographics, diagnoses, problem lists, medications, vital signs, and laboratory data. According
to the National Academies of Medicine, an EHR has multiple core functionalities, including the capture of health information, orders and results management, clinical decision support, health information exchange, electronic communication, patient support, administrative processes, and population health reporting.2

In summary, registries are patient-centered, purpose-driven, and designed to derive information on defined exposures and health outcome. In contrast, EHRs are visit-centered and transactional. Despite these differences, EHRs capture a wealth of data that is relevant to patient registries. EHRs also may assist in certain functions that a patient registry requires (e.g., data collection, data cleaning, data storage), and a registry may augment the value of the information collected in an EHR (e.g., comparative safety, effectiveness and value, population management, quality reporting).3

EHRs provide a unique opportunity for health systems to develop internal registries or contribute to external registries. Within a health system, registries are often developed by integrating registry functionalities with existing EHR platforms (i.e., EHR-integrated registries); however, these registries are limited to the health system’s patient population and may be unable to capture longitudinal data from different provider settings. Registries that capture EHR data from multiple health systems typically interface with EHRs to receive data on an interval basis (i.e., EHR-linked or EHR-reported registries), although automating such efforts and creating a bidirectional exchange of information are still challenging.

The Meaningful Use program (see Chapter 1) has propelled the development of both EHR-linked and EHR-integrated registries. For example, EHR-integrated registries have expanded to meet EHR certification requirements and to help health systems meet requirements for workflow efficiency and quality improvement to achieve value-based criteria (e.g., improving population health). EHR-linked registries have grown as the Meaningful Use program specifically requires the reporting of EHR data to external registries (e.g., public health registries, quality reporting registries).4 Meaningful Use Stage-1 provided an optional objective (which became a mandatory objective in Meaningful Use Stage-2) for eligible hospitals and professionals to submit EHR-extracted electronic data to immunization registries.5 Meaningful Use Stage-2 further expanded EHR reporting to cancer registries and other specialized registries (e.g., birth defects, chronic diseases, and traumatic injury registries).6

Driven in large part by Meaningful Use, EHR vendors and clinical providers are incentivized to develop processes that would facilitate the design and launch of EHR-based registries in the United States. Yet, despite these incentives, the practice of using EHR-based registries is still relatively immature and, like all evolving research programs, faces many challenges.7

The purpose of this chapter is to describe the opportunities and challenges related to fully integrating or linking EHRs and patient registries. The chapter reviews common and emerging EHR data types that can be incorporated in registries, provides sample use cases of integrating EHRs and registries, and proposes a series of hypothetical technical architectures to link or integrate a registry with an EHR. The chapter closes with a discussion of possible future
directions for EHR-registry integration. Key questions to consider when planning to incorporate data from EHRs as well as other sources are provided in Appendix B.

Common and Emerging EHR Data Types

EHRs provide various types of data that can be linked, integrated, or merged directly into a registry. The Meaningful Use program has led to the collection of a Common Clinical Data Set (CCDS) across most providers. These data are now generally available in EHRs; the data that are commonly available will likely continue to expand as Office of the National Coordinator, under the 21st Century Cures Act, moves toward building Core Data for Interoperability (USCDI) requirement.8 EHRs can also provide data types of emerging interest to registries. Both types are described in Tables 4-1 and 4-2.

Table 4-1. Common data types of EHRs that can be integrated/interfaced with internal/external registries

<table>
<thead>
<tr>
<th>DATA TYPE</th>
<th>EXAMPLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>age, sex/gender, race</td>
</tr>
<tr>
<td>Diagnoses</td>
<td>diagnosis, severity, medical history</td>
</tr>
<tr>
<td>Problem List</td>
<td>active diagnosis, resolved diagnosis</td>
</tr>
<tr>
<td>Family History</td>
<td>familial disorders, risk factors</td>
</tr>
<tr>
<td>Allergies</td>
<td>food and medication allergy, anaphylaxis</td>
</tr>
<tr>
<td>Immunization</td>
<td>DTaP, HepB, IPV</td>
</tr>
<tr>
<td>Medications</td>
<td>Prescriptions written</td>
</tr>
<tr>
<td>Procedures</td>
<td>inpatient, outpatient</td>
</tr>
<tr>
<td>Lab Orders/Values</td>
<td>CBC results, HbA1C levels</td>
</tr>
<tr>
<td>Vital Signs</td>
<td>BMI (weight and height), blood pressure</td>
</tr>
<tr>
<td>Reports</td>
<td>radiology, pathology and other reports</td>
</tr>
<tr>
<td>Utilization</td>
<td>cost, hospitalization</td>
</tr>
<tr>
<td>Emerging Data Types</td>
<td></td>
</tr>
<tr>
<td>Biosample Data</td>
<td>meta data about a biological sample</td>
</tr>
<tr>
<td>Genetic Information</td>
<td>genome sequence data</td>
</tr>
<tr>
<td>Social Data</td>
<td>income level, education, employment status</td>
</tr>
<tr>
<td>Patient-Generated</td>
<td>mHealth, patient communications</td>
</tr>
<tr>
<td>Community</td>
<td>community specifications</td>
</tr>
<tr>
<td>Geo-spatial</td>
<td>neighborhood built environment</td>
</tr>
<tr>
<td>Surveys</td>
<td>HRA, PHQ9, PROs</td>
</tr>
<tr>
<td>Free Text</td>
<td>various markers (e.g., specific test results)</td>
</tr>
<tr>
<td>Other Data Types</td>
<td>clinical workflow data</td>
</tr>
</tbody>
</table>

BMI = body mass index; CBC = Complete Blood Count; DTaP = Diphtheria, Tetanus, & acellular Pertussis; HbA1c = Hemoglobin A1c; HepB = Hepatitis B; HRA = health risk assessment; IPV = inactivated poliovirus; PHQ = patient health questionnaire; PRO = Patient Reported Outcome
Table 4.2. Emerging data types of EHRs that can be integrated/interfaced with internal/external registries

<table>
<thead>
<tr>
<th>DATA TYPE</th>
<th>EXAMPLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biosample Data</td>
<td>age, sex/gender, race</td>
</tr>
<tr>
<td>Genetic Information</td>
<td>diagnosis, severity, medical history</td>
</tr>
<tr>
<td>Social Data</td>
<td>active diagnosis, resolved diagnosis</td>
</tr>
<tr>
<td>Patient-Generated</td>
<td>familial disorders, risk factors</td>
</tr>
<tr>
<td>Community</td>
<td>food and medication allergy, anaphylaxis</td>
</tr>
<tr>
<td>Geo-spatial</td>
<td>DTaP, HepB, IPV</td>
</tr>
<tr>
<td>Surveys</td>
<td>Prescriptions written</td>
</tr>
<tr>
<td>Free Text</td>
<td>inpatient, outpatient</td>
</tr>
<tr>
<td>Other Data Types</td>
<td>CBC results, HbA1C levels</td>
</tr>
</tbody>
</table>

CBC = Complete Blood Count; DTaP = Diphtheria, Tetanus, & acellular Pertussis; HbA1c = Hemoglobin A1c; HepB = Hepatitis B; IPV = Inactivated

In addition to these data, EHRs capture a considerable amount of unstructured data (e.g., clinical notes) that can be further processed to extract specific data of importance to a registry (e.g., specific information extracted from radiology reports to determine eligibility).

Data types commonly extracted from EHRs and imported into registries are patient identifiers, demographics, diagnoses, medications, procedures, laboratory results, vital signs, and utilization events. These are discussed further below.

**Patient Identifiers**

EHRs are designed to facilitate the identification of individual patients in clinical workflows. Patient identifiers include patient’s full name, date of birth, contact information such as address and phone numbers, name and contact information of the next of kin, emergency contact information, and other personal information deemed necessary for healthcare delivery operations (e.g., employer information, insurance information). For internal operations, EHRs generate a unique patient ID (i.e., medical record number) that is used within the care setting to identify a specific patient. Organizations that provide care at multiple facilities (e.g., a health system with multiple hospitals and outpatient facilities) often have a second patient identifier that can be used to find a patient across the entire health network (i.e., master patient record). If a health system is connected to a statewide or regional health information exchange (HIE), the EHR may include a third patient identifier that has been issued by the HIE (i.e., statewide master patient index).

Conditional to receiving proper consents and adhering to Health Insurance Portability and Accountability Act (HIPAA) policies, patient identifiers stored in EHRs can be used to merge patient EHR records with a patient registry. For example, a registry may collaborate with a statewide HIE to locate the master patient indexes of all registry patients and then ask multiple providers to locate the EHR records of those individuals using the HIE-issued patient master indexes. However, many registries do not have the option of acquiring master patient indexes from an HIE. These registries typically use alternative methods for matching patient identifiers and importing EHR data. Potential mistakes in matching registry patients with EHR patients may lead to quality issues such as incomplete or inaccurate data.
Demographics

EHRs generally contain patient demographic information such as age, gender, and ethnicity/race. These data are needed for clinical operations and are mandated by the Meaningful Use objectives. The quality of data on age and gender is often acceptable because of the various mandates to collect them accurately. However, the quality of demographics data may be affected by other factors including mode of measurement, user mistakes, and data conversion issues. EHRs often have a moderate to high missing data rate for non-essential demographic information such as income, marital status, education, employment status, and nationality. Coding standards for demographic data have been published but are not always used. Demographic data such as education and nationality are often not coded in a standardized approach. Age data are governed by HIPAA and have sharing limitations if they contain a certain level of granularity (e.g., age represented by the exact date of birth or if ages above a certain limit). Demographic data are often used by registries to match patient records across data sources. Thus, legal limitations to sharing demographic data may hinder the development of multi-source/multi-site EHR-based registries that require demographic data for these purposes.

Diagnoses

Diagnosis often is a key variable to evaluate a patient for inclusion in a registry. The quality of diagnosis data is often acceptable, in part due to various mandates to collect these data accurately. EHRs also include problem lists as a way to capture active versus non-active diagnoses, but the quality of data found in problem lists may need further validation. Some established vocabulary standards are available to encode diagnosis data. These include the International Classification of Diseases (ICD), International Classification of Primary Care (ICPC), Systematized Nomenclature of Medicine (SNOMED), Diagnostic and Statistical Manual of Mental Disorders (DSM), and Read Codes. In the U.S., ICD is the most commonly used system to capture diagnostic data in both EHRs and registries. Mapping diagnostic data from one coding system to another is challenging; even mapping diagnoses from one version of a coding system to another version is difficult (e.g., mapping ICD-9 to ICD-10). In addition, certain diagnostic codes – such as HIV status and mental illness diagnoses – are protected by various federal and state-level laws that may limit the ability to extract these codes for use in external registries.

Medications

In addition to diagnosis, registries often use medication data as eligibility criteria. Many registries also capture medication data to study treatment effect and/or safety. EHRs contain information on prescriptions that are written, while pharmacy claims data contain information on prescriptions that were filled. When EHR medication data are coupled with pharmacy claims data, a number of important constructs, such as medication adherence and reconciliation rates (e.g., medication regimen complexity index) can be derived and reported to a registry.
The quality of EHR medication data is often acceptable due to various mandates to collect medication data in EHRs. Common vocabulary standards for medications include National Drug Codes (NDCs), RxNorm, Systematized Nomenclature of Medicine’s (SNOMED) Chemical axis, Anatomical Therapeutic Chemical Classification System (ATC), and a number of commercial drug codes such as MediSpan®, Multum®, Generic Product Identifier® (GPI), and First Databank® (FDB). Each coding standard addresses different aspects of a medication (e.g., drug class, ingredients, dosage).

Potential semantic interoperability issues may arise when medication data are combined from multiple sources and mapped from one coding system to another. For example, an RxNorm code (drug class) may map to multiple NDC codes (packaged drug). Furthermore, some EHR-derived medication information may not be specific enough for research purposes (e.g., data on generics, like biosimilars, generally do not reflect which generic product was supplied to the patient).

**Procedures**

Procedure data include clinical procedures such as surgery, radiology, pathology, and laboratory. Procedure data can be extracted directly from EHRs and reported to registries; however, procedures reported from one EHR generally only include those procedures taking place within the premises of a provider using the same EHR and may not include procedures that occurred elsewhere.

Vocabulary standards for procedures include International Classification of Diseases’ Clinical Modification (ICD-CM), Current Procedural Terminology (CPT) and Healthcare Common Procedure Coding System (HCPCS). Each coding system is designed to capture procedures within a specific clinical context (e.g., primary care, hospital facility). EHR-based procedure data may not have the level of detail necessary for a registry (e.g., techniques used in a clinical procedure such as a surgical process). These procedure nuances are often entered as unstructured data that usually do not accompany structured EHR-extracts for registries.

**Laboratory Data**

Currently, the best sources of laboratory data are the information systems used by standalone laboratories, which are frequently but not always incorporated into the EHR. Laboratory data include both lab orders and lab results. Coding standards for lab orders and lab results include the Logical Observation Identifiers Names and Codes (LOINC), the Systematized Nomenclature of Medicine (SNOMED), and the Current Procedural Terminology (CPT). Currently, there are no mandated laboratory coding system for certified EHRs, and the majority of healthcare providers rely on local coding systems for lab orders/results. This limits the interoperability of multi-site EHR-derived lab data for registries.

In addition, different healthcare facilities may use different laboratory tests to measure the same analyte, each of which has a different laboratory code. Discussion is needed across the provider network on how to link lab items, preferably using automated tools and not a manual process, so that a single query across the network will return all the desired data from multiple EHRs for a single registry. In addition, certain lab results are protected by federal and state laws (e.g., lab...
tests revealing HIV status) and thus might be missing from EHR-extracts reporting to external registries. Further, some laboratory data are accessible to clinicians without incorporation into the EHR; in fact, some lab data require active steps by the clinician to import into the EHR. Inaccurate interpretations may be made without understanding why some lab data are missing from an EHR.

**Vital Signs**

EHRs are a primary source of vital sign data. Vital sign data include physiological variables such as height, weight, body mass index, pulse rate, blood pressure, respiratory rate, and temperature. LOINC is the common coding standard for vital signs. Most provider organization, however, do not actively use LOINC codes to capture vital signs in their EHRs as it is not mandated by the Meaningful Use program.

The completeness of EHR-derived vital signs such as height and weight is often acceptable for use in registries. Issues with human errors and units of measurement may affect data quality; thus, data cleaning is essential before use for registries. For example, weight and height data may include incorrect units (e.g., pounds reported as kilograms). EHR also may lack proper meta-data that are important for the clinical interpretation of the data (e.g., sitting versus standing blood pressure measurements).

**Utilization/Cost**

Utilization data can be extracted from EHRs especially when insurance claims data are not available. Note that EHR-level utilization data are limited to events that have occurred within a particular provider’s facilities and often do not contain utilization data from other providers. Utilization can be defined as cost, hospitalization, readmission, emergency room admission or other significant healthcare events. The quality and completeness of utilization data are often acceptable due to reimbursement guidelines.

There are no specific standard utilization coding terminologies for EHRs; however, most EHRs adhere to the utilization guidelines of claims submission policies. A number of reimbursement policies recommend specific reference-coding systems to encode utilization events. Certain utilization events are protected by various federal and state-level laws (e.g., mental health visit), and a registry may not receive utilization data related to those conditions from an EHR.

**Surveys**

Survey data are usually collected from self-reported questionnaires; however, clinical data captured by surveys are increasingly stored within EHRs for various purposes. Some EHRs provide standardized surveys that can be accessed via patient portals to capture patient reported outcomes or symptoms (i.e., Patient-Reported Outcomes Measurement Information System or PROMIS). Risk factors and self-reported behaviors often are important to registries, and such data can be derived from EHR-integrated surveys (e.g., smoking status, socioeconomic status, housing condition). Also, registries may add and integrate their own customized questionnaires
in EHRs so that patients can directly enter the necessary information needed for a registry (e.g.,
determine eligibility; collect additional data for a study).

EHR-integrated surveys are prone to sampling, selection, response, and social-desirability biases. The quality of EHR-integrated survey data varies considerably depending on the questionnaire, and the validity and reliability of custom-built EHR-integrated surveys are often difficult to measure in the context of a clinical practice.

Surveys cover variable domains and often do not adhere to coding standards. Indeed, surveys measuring the same concept may code their variables differently. One approach to reduce bias and error in survey-collected EHR data is to use standardized questionnaires across EHRs and healthcare providers. Some of the many standardized questionnaires include the Patient Reported Outcomes Measures (PROMs), Patient Health Questionnaires (PHQ), Health Risk Assessments (HRA), Life Event Checklist (LEC), and Generalized Anxiety Disorder (GAD) screening tools.

**Social Data**

Social data include variables ranging from individual-level factors to community-level elements (e.g., smoking status, socio-economic status, housing condition). Social variables are often considered important factors in registries as these variables enable researchers to understand the underlying social context and potential disparities associated with the outcome of interest. As an example, social data captured within a registry can be used to assess treatment affordability or understand heterogeneity of treatment effects. Although increasingly recognized as important variables, social and behavioral data are not routinely captured in EHRs. EHR-derived social data are often incomplete and limited to a few data types. Moreover, social determinants of health that could be imported from data sources such as social services organizations are usually missing in EHRs and registries due to the lack of interoperability.

Although a number of coding standards have been proposed to standardize social data, most EHRs use proprietary coding vocabularies. Social data are often of low quality, mainly due to incomplete survey responses and the subjective nature of many social questions. Although most social data are not subject to HIPAA, they can still be subject to other privacy rules such as the Family Education Rights and Privacy Act (FERPA). Establishing linkages among patient-level EHR records, social service records, and registries has faced both technical and regulatory challenges in the past.

**Patient-Generated Data**

Patient-generated data can include a wide array of variables (e.g., physical activity, sleep patterns, self-reported sign and symptoms, uploaded blood sugar levels) and may be captured within an EHR through various means (e.g., integrated personal health records, mobile-health exchange platforms, wearable device interfaces). EHR-based patient-generated data are highly customized and inconsistent across EHRs. Standards are becoming more available for mobile health and wearables devices, but have not yet been widely adopted for patient-generated data captured within EHRs. Although the quality of the data collected by mobile health and wearable devices is improving, accuracy and comparability are still challenging when such data are
collected using different devices. Self-entered data collected via surveys (e.g., entering physical activity types) are subject to a variety of selection factors and errors (e.g., overestimating recall of time spent exercising). Data interoperability may become more challenging as more non-standardized devices enter the market. Additionally, consenting processes via internet and mobile health solutions may be complex, and the creation of large EHR-integrated registries using patient-generated data requires careful attention to legal and regulatory issues.38, 39

Sample Use Cases and Architecture of EHR-Based Registries

Registries that incorporate EHR data may use a variety of IT system architectures. Registry architects must consider the number of participating sites (single-site or multi-site), variety of underlying EHRs (one enterprise-level EHR, multiple EHR installations of the same vendor, multiple EHRs from different vendors), existence and connectivity to Health Information Exchanges (HIEs) (centralized, federated or distributed), and other factors that affect interoperability.

Following are examples of three “hypothetical” EHR-based registry types, each with a different combination of stakeholders and IT infrastructures (Table 4-2). Registries designed to support clinical care are often based on single enterprise-level EHRs, while registries designed for research are often hosted external to EHRs but may receive EHR extracts from multiple sources. Public health registries, similar to registries designed for research, are often hosted by health departments outside of a single EHR environment but receive EHR reports on a regular basis. Note, these are generalized examples; actual IT infrastructure and features may vary.
<table>
<thead>
<tr>
<th>TYPE/SPECS</th>
<th>REGISTRY TO SUPPORT CLINICAL CARE</th>
<th>REGISTRY DESIGNED FOR RESEARCH</th>
<th>PUBLIC HEALTH REGISTRY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scope</td>
<td>Depending on the provider network’s size: Local City State Regional National (e.g., VHA)</td>
<td>Depending on the research aim/goal: State Regional National International</td>
<td>Depending on the public health authority: City County State National/Federal</td>
</tr>
<tr>
<td>Stakeholders</td>
<td>providers (usually within the network) biopharmaceutical and medical device companies [optional] employers [optional] payers [optional]</td>
<td>research institutes government (local, state or federal) non-profit organization disease associations biopharmaceutical and medical device companies employers (e.g., professional sports)</td>
<td>government (local, city, county, state or federal)</td>
</tr>
<tr>
<td>Sources of Data</td>
<td>mainly EHRs sometimes EHR-based patient portals sometimes merged insurance claims infrequently EHR-embedded surveys</td>
<td>surveys custom EHR extracts other data sources (e.g., biobanks, administrative health insurance claims, eCRFs, other registries)</td>
<td>surveys EHRs other data sources (e.g., HIEs, environmental, health department, surveillance systems)</td>
</tr>
<tr>
<td>Number of EHRs</td>
<td>Usually one enterprise-level EHR</td>
<td>Multiple/various EHRs</td>
<td>Multiple/various EHRs</td>
</tr>
<tr>
<td>EHR Interoperability Requirement</td>
<td>low</td>
<td>high</td>
<td>medium</td>
</tr>
<tr>
<td>EHR Integration Level</td>
<td>usually automated</td>
<td>sometimes manual frequently semi-automated rarely fully automated</td>
<td>automated for some (e.g., immunization records) manual for others (e.g., non-MU registries)</td>
</tr>
<tr>
<td>EHR Integration Tools</td>
<td>EHR built-in tools sometimes custom-built APIs / extracts</td>
<td>custom-built APIs / extracts</td>
<td>EHR build-in tools for select reporting (MU program) Custom-built tools/APIs for non-MU registries</td>
</tr>
<tr>
<td>System Dependency</td>
<td>EHR-based</td>
<td>May not be EHR-based</td>
<td>not EHR-based</td>
</tr>
<tr>
<td>Common Architecture</td>
<td>Often Centralized</td>
<td>Centralized Distributed Federated</td>
<td>Centralized Distributed Federated</td>
</tr>
</tbody>
</table>
In a fully interoperable ecosystem, registry-specific functionality could be presented in a software-as-a-service or middleware model, interacting with the EHR as the presentation layer on one end and the registry database on the other. In this ideal model, the EHR is a gateway to multiple registries and clinical research activities through an open architecture that leverages best-in-class functionality and connectivity. Full interoperability would enable registries to interact across multiple EHRs, and EHRs to interact with multiple registries. Comprehensive interoperability, however, has not yet been realized, and customized IT architectures are required to facilitate the integration and interfacing of EHRs with registries. The following are examples of IT architectures that could support EHR-integrated/linked registries for clinical operations, research projects, and public health missions.

### EHR-Integrated Registries To Support Clinical Care

Healthcare providers often develop and manage EHR-based registries that are used to support clinical care and meet operational goals (referred to here as ‘clinical registries’). To develop clinical registries, providers typically use EHR-based tools that are developed by EHR vendors. These EHR-based registries can facilitate clinical workflow, monitor quality metrics, enable disease/cohort management, and offer population health management features. In particular, the

<table>
<thead>
<tr>
<th>TYPE/SPECS</th>
<th>REGISTRY TO SUPPORT CLINICAL CARE</th>
<th>REGISTRY DESIGNED FOR RESEARCH</th>
<th>PUBLIC HEALTH REGISTRY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dominant Hosting DB</td>
<td>EHR-embedded (e.g., EHR registry data warehouse)</td>
<td>Could be distributed and likely to include non-EHR DB (i.e., research-specific data collection)</td>
<td>non-EHR DB (i.e., public health database)</td>
</tr>
<tr>
<td>Alternative Names</td>
<td>clinical quality registry improvement/measure registry chronic disease management registry high risk [population] registry</td>
<td>product or disease registry clinical research registry research network registry</td>
<td>outbreak registries vaccination registries disease surveillance (e.g., cancer)</td>
</tr>
<tr>
<td>Typical Functions</td>
<td>clinical workflow management disease/cohort management (e.g., care coordination) population health management (e.g., case management)</td>
<td>evidence for effectiveness, comparative effectiveness, safety and/or value for clinicians, patients and payers natural history of disease studies</td>
<td>public health services outbreak surveillance syndromic surveillance epidemiological research biopharmaceutical research, e.g., vaccine effectiveness and safety</td>
</tr>
<tr>
<td>Timeliness</td>
<td>usually real-time sometimes periodic (daily extracts)</td>
<td>mostly periodic (daily, weekly or monthly extracts) sometimes real-time</td>
<td>sometimes real-time sometimes periodic (daily, weekly or monthly extracts)</td>
</tr>
<tr>
<td>Scalability</td>
<td>limited to individual EHR vendors</td>
<td>depends on registry architectures adopting EHR interoperability standards</td>
<td>depends on adopting interoperability standard and future stages of MU for public health reporting</td>
</tr>
</tbody>
</table>

*API = Application Programming Interface (see Chapter 5); DB = Database; eCRF = electronic Case Report Forms; EHR = Electronic Health Record; HIE = Health Information Exchange (see Chapter 2); MU = Meaningful Use (see Chapter 1); VHA = Veteran Health Affairs*
Triple Aim of care, health and cost has provided a framework to achieve value-based care while reducing cost. This framework promotes ‘population health’ while enhancing the individual’s experience of care and lowering cost. Effective population health management is essential to ensuring that resources are directed towards improving health outcomes of patients at the highest risk for developing undesired outcomes. The notion of population health management necessitated that health providers develop EHR-based registries to focus on high-risk subpopulations (e.g., patients at high risk for mortality and morbidity, cost, hospital and emergency room admission or who have a chronic condition that requires direct management, such as diabetes).

A major challenge with EHR-integrated clinical registries is the lack of out-of-network data in a health network’s EHR. In other words, data generated during patient encounters with out-of-network providers, who may not be using the same EHR, will be missed in the registry resulting in incomplete and sometimes outdated data. Individual health networks often complement their EHR data with insurance claims to generate a more complete picture of a patient’s health status; however, use of insurance claims is not always practical given that a large patient population of a health delivery network may use dozens, if not hundreds, of different insurers. Many challenges of EHR-based population health registries are derived from the overarching challenges within the broader domain of population health informatics.

Clinical registries usually use a centralized architecture and often have an EHR data warehouse as their backbone along with multiple data marts containing various registry data. The centralized architecture accumulates and manages data in a single and centralized repository. The advantages of a centralized model are: simplicity and efficiency; greater data consistency; and easier patient linkage if the same patient identifiers are used across the healthcare network. Potential disadvantages of a centralized model include: data capture that is limited to users of a single EHR vendor across the healthcare network (e.g., trouble with integrating a different EHR vendor if a new facility joins the network); and difficult data exchange with registries developed by other networks due to a lack of interoperability.

Healthcare networks often develop clinical registries based on their underlying enterprise-wide EHR architecture (Figure 4-1). Data collected at different facilities of a healthcare delivery network (e.g., hospitals and outpatient clinics) are aggregated in a common data repository such as an EHR’s data warehouse. Facilities not using the same EHR platform face extra work to harmonize and standardize their data before feeding it into the data warehouse. Data warehouses can be used to develop multiple data marts feeding into various registries for different purposes such as quality measures, disease management, population health management, and public health reporting. Internal clinical registries are sometimes linked to external registries for reporting purposes (e.g., PQRS reporting), although interoperability challenges may limit such exchanges.
Figure 4-1. Common architecture of EHR-integrated registries to support clinical care*

**EHR-Linked Registries Designed for Research**

Registries designed for research purposes (referred to here as ‘research registries’) may use EHR data on a variety of levels. At the low end, research registries may use EHR data to identify and enroll eligible patients into studies that use supplementary registry-specific data collection. In this scenario, EHR data are used to identify eligible patients (based on the registry’s inclusion and exclusion criteria), and minimal EHR data (e.g., family history of breast cancer) are imported into the registry. The remaining registry-specific data are captured through another means, usually a dedicated data repository that allows for entry of eCRFs and web-based survey forms. On the other end of the spectrum, some research registries have been built entirely using EHR data (e.g., California Cancer registry).47 Many other research registries use a combination of self-reported and EHR data (e.g., Autism treatment network).47 Registries in which EHR-

*Harmonization, standardization, and data quality control will be executed at the data warehouse level (not shown in the diagram as a separate component)
based extracts are merged with registry data on a periodic basis are referred to here as EHR-linked registries.

The increasing semantic and syntactic interoperability among healthcare providers is a major driver for EHR-linked registries. EHR-linked research registries often use application programing interfaces hosted by healthcare providers to extract and share standardized EHR data and then use semi-automated approaches to merge the EHR data with existing registry records. Moreover, bi-directionally interoperable EHR-linked registries may also serve an important role by delivering relevant information from a registry back to a clinician (e.g., natural history of disease, safety, effectiveness, and quality).

EHR-linked research registries collect EHR data using a variety of mechanisms, ranging from automated EHR-embedded push protocols to manual ad-hoc EHR-database pulls. Triggers for EHR data extraction include standardized protocols that follow the inclusion and exclusion criteria of the research registry (i.e., phenotyping queries; retrieve protocols). After receiving the EHR data, research registries use a multi-phase process to import incoming EHR data (Figure 4-2). Extract, transform, and load functions may include data curation activities such as data preparation, data standardization, secure data transfer, data mapping, data redaction, data integration/merging, and data reconciliation. Various organizations such as the Clinical Data Interchange Standards Consortium (CDISC) and the Standards and Interoperability (S&I) Framework have introduced detailed mechanisms to automate and standardize the incorporation of EHR data for other purposes including registries (e.g., CDISC Link Initiative). Additionally, the growing number of common data models have enabled registry developers to adhere to specific predefined standards that facilitate integration of EHR-based data as well as data sharing among registries (e.g., Clinical Information Modeling Initiative’s (CIMI) Reference Model, FDA Sentinel Initiative, and Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM)). Chapter 5 describes common data models in more detail.

Importing and merging data from EHRs into research registries is challenging. Automating the data imports requires high degrees of interoperability, data curation, and post-hoc harmonization as well as attention to data quality. For example, if inclusion criteria are encoded differently in different EHRs, the comparability of data may be impacted, creating artificial distortion between outcomes measured by different EHRs. Merging EHR data-imports with existing patient data in a registry also requires reliable master patient indexing to avoid inaccurate patient-matching which would compromise any inferences drawn from the data. Data curation is critical, as integration of EHR data can expose data quality issues that may affect research findings.

Data governance must be considered as well. Registries designed for research may be funded and managed by a broad range of organizations (e.g., federal, state, non-profit, private). Although patient privacy is safeguarded and protected under federal and state laws, data governance policies vary, resulting in different barriers for different registries when importing and integrating EHR data. Additionally, the incentives and liabilities associated with extracting and pushing data from an EHR to an internal or external registry are not always clear for healthcare providers.
EHR-Linked Public Health Registries

Public health agencies have long used registries for surveillance and tracking purposes. For example, local and state public health departments usually maintain immunization registries that receive information from clinicians and other entities such as schools and pharmacies. Other common public health registries include syndromic surveillance and specialized registries such as birth defects, chronic diseases, and traumatic injury registries. In recent years, coincident with the rising EHR adoption among providers, public health entities began to link various registries with EHRs. A significant driver of increased EHR integration has been the Meaningful Use program, which incentivized clinicians to share EHR immunization and syndromic surveillance data with public health agencies. Other drivers have included the maturation of data standards (both semantic and syntactic) for automating and improving the transmission of EHR data to public health registries (e.g., distributed population queries), and the increased interest of value-based care provider organizations in assessing the needs and improving the health of the communities they serve (e.g., community health needs assessment). Most EHR-linked public health registries have relied on semi-automated processes; only recently have more automated...
mechanisms been introduced and adopted (e.g., vaccination registries). EHR-linked public health registries follow a similar architecture to that of EHR-linked research registries (Figure 4-2); however, the methods used to collect data from EHRs may vary as not all public health registries require patient-level data (e.g., counts are sufficient for some purposes). Methods used include but are not limited to: (1) semi-automated forms/templates to collect public health specific information about patients that fit a certain criteria (e.g., S&I Framework SDC);60 (2) data exchange protocols for receiving case reports from certified EHRs (e.g., MU public health reporting objectives);7 (3) tools to mine EHR and HIE data for signs and symptoms relevant to public health emergencies and outbreaks (e.g., ESSENCE Syndromic Surveillance System);61 and, (4) distributed data network queries to collect aggregated data from multiple providers when the identity of patients is not relevant (e.g., PopMedNet).62

Some public health agencies have been able to directly integrate their registries with the EHRs of clinicians who provide care in their jurisdiction. The prime example of such a fully-integrated EHR-linked public health registry is the New York City (NYC) Population Health Registry.63 This registry collects information from NYC’s eligible healthcare professionals across several domains (e.g., Influenza-like-Illnesses). The NYC’s Population Health Registry has been successful as most eligible professionals in NYC use the same EHR system, one which is capable of reporting data in real-time to local public health agencies. The Population Health Registry is part of NYC Macroscope Hub,64 a surveillance system for tracking conditions managed by primary care practices (e.g., obesity, diabetes, hypertension, and smoking).

Technical Issues and Operational Challenges of EHR-Based Registries

EHR-based registries fulfill different purposes and use different IT system architectures, but many technical issues and operational challenges are common across the range of registries. This section describes several common challenges, such as identification of eligible patients; data quality; unstructured data; interoperability; data sharing and patient privacy; data access and patient privacy; and human resources.

Identifying Eligible Patients

Retrieval protocols and phenotyping methods are commonly applied against EHR data to define the denominator of interest and identify eligible patients for screening, clinical trials, and inclusion in registries.52 Computational phenotyping involves operationalizing process, outcome and case definitions as a set of measures that can be captured during regular episodes of clinical care and that are stored in the EHR. General categories of data that are drawn for computational phenotyping from EHRs include medications, laboratory tests, and diagnoses.52 Operationalized definitions can be used for a number of applications including cohort screening and identification to enable clinical research; assessments of current healthcare delivery processes and outcomes; and, changes due to new healthcare practices and interventions. Common for any of these applications is a need to evaluate the operational definitions that are used. Given that EHR data are collected for the purpose of documentation and are collected at various points in time for each patient, there are a number of opportunities for potential biases to arise and for data to be missing. As such, a sound evaluation of the measurement approach is required prior to the use of
those measures for secondary analyses of cohort screening and identification. To date, there have been a significant number of studies requiring cohort identification that report common measures such as positive and negative predictive values, sensitivity, and specificity prior to conducting downstream analyses. The evaluation of measure results depends in part on the intended use of an operational definition and EHR data source(s). Some frameworks have been developed to assist investigators in characterizing potential limitations to the use of operational definitions with EHR registry data so that when analyses are performed the confidence level of those findings can be quantified.52, 65

Various challenges with denominator and variables selections exist when extracting data from EHRs for registries. Ambiguous phenotyping algorithms and lack of standardized retrieval protocols often result in selecting a denominator of patients from an EHR that is irrelevant, skewed, or biased for a registry. Multiple factors can be used to modify and refine the definition of a population denominator (e.g., age, gender, diagnoses, medications, lab results, radiologic findings, special conditions such as disability, and administrative information such as insurance coverage). Selecting the timeframes of the EHR data extract is also complex and may result in incomplete temporal data represented in registries. Despite the higher interoperability of EHR data and standardization of phenotyping protocols, fine details of EHR data may affect the selection results. Some of the challenges include:

- **Process of Care**: different providers or clinical workflows generate different data values for the same event or fact; hence, the same fact or event might be represented differently in the same EHR.
- **Nature of Intervention**: different interventions with different levels of risk may be encoded similarly, meaning EHR does not contain the true risk factors for those interventions.43, 66

**Data Quality**

As a basic good practice, registries should use some form of data curation to review and assess data quality. In the context of EHR-based registries, data quality issues stem from the fact that data extracted from EHRs often requires extensive cleaning and preparation before being imported into registries. EHRs are designed to manage the transaction of healthcare and support clinical workflow and documentation for billing. The purpose of an EHR is not to conduct research, and EHRs are not designed to systemically collect research-grade longitudinal data. As a result, data captured by EHRs are of variable quality.14, 45 For example, EHRs often house reliable laboratory and medication data for clinical purposes, but EHRs typically lack consistent and sufficiently detailed data on risk factors, levels of education, or socioeconomic status.16 The quality of source data can affect both the underlying data as represented in a registry and the results generated using such data. Thus, EHR data may not be appropriate for some research purposes.
Data quality can be defined in various perspectives. The most impactful aspects of data quality for registries are:\(^{14}\)

- **Accuracy**: the extent to which data captured in EHR accurately reflects the state of interest, which is often complex to measure because the true value of a given variable remains unknown.
- **Completeness**: the level of missing data for a particular data element in the EHR for the population of interest; this is commonly measured as a data quality indicator for EHR-integrated registries. It is important to note that for research purposes, a distinction is made between “must-have” and “nice-to have” data, recognizing that completeness of “must-have” data is most important.
- **Timeliness**: the length of time between the initial capture of a value and the time the value becomes available in the EHR.

It is important to note that data quality varies across EHRs used by different healthcare organizations. Moreover, changes may be made to EHR systems “behind the scenes” that affect data quality. For example, upgrades intended to improve performance or add features may inadvertently result in poor record linkage or may require updating record extraction protocols. Evaluating data quality, completeness and accuracy should be conducted as an on-going process and not a one-time exercise.

**Unstructured Data**

EHRs contain a considerable amount of unstructured data, such as progress notes. The loosely structured nature of typed text (also known as ‘free text’) is effective in day-to-day clinical workflows but presents a major challenge for automating EHR-based registries. The unstructured data may contain key patient information missing in structured data, extra information complementing structured data, or even data that may contradict information represented by structured data. The complexities of unstructured data, along with the fact that existing text mining tools and natural language processing applications have limited accuracy in extracting information from free text,\(^67\) have prompted some registries to ask for a manual chart review of individual patients before final inclusion in the registry. Unstructured data limits the application of automated computational phenotyping methods and increases the likelihood of low data quality (e.g., missing data) when data are extracted from structured EHR data only.

Many EHRs also allow a choice of places where important data may be entered. For example, some EHR have been set up to facilitate quick entry of “easy treatments” that then results in fragmented storage of treatment information. Treatment information may also be buried in clinical notes, which may not be accessible for research purposes since notes often include a patient’s name and other personally identifiable information that can be difficult to spot and redact systematically.
Interoperability

Interoperability is defined as the ability of a system to exchange electronic health information with, and use electronic health information from other systems without special effort on the part of the user. Interoperability requires multiple stages, ‘sending’, ‘receiving’, ‘finding’ and eventually ‘using’ the data. As discussed in Chapter 1, interoperability spans multiple dimensions of standards: regulatory, contractual, privacy, exchange formats, content, and technology. In the context of EHRs and registries, syntactic interoperability is the ability of heterogeneous health information systems to exchange data with a registry, and semantic interoperability implies that the registry understands the data exchanged at the level of defined domain concepts.

From an EHR/registry perspective, functional interoperability could be described as a standards-based solution that achieves the following set of requirements: “The ability of any EHR to exchange valid and useful information with any registry, on behalf of any willing provider, at any time, in a manner that improves the efficiency of registry participation for the provider and the patient, and does not require significant customization to the EHR or the registry system.”

Although interoperability of EHRs with other EHRs and health IT systems has increased over the last decade, most health systems do not share in-depth EHR-level data with other health systems. Lack of interoperability is a major limiting factor for the extraction, integration, and linkage of EHR data for registries. Most EHRs are not fully interoperable in the core functions that would enable them to participate in various registries without a significant effort. This deficiency is directly related to a combination of technical and economic barriers to EHRs’ adoption and deployment of standards-based interoperability solutions. EHR vendors also provide heavily customized versions of their own systems for each client thus creating additional barriers to interoperability. Since registries seek data across large and generalizable populations, making EHRs interoperable across providers is a key step in facilitating EHR-based registry efforts.

Data sharing and interoperability challenges are not limited to incoming EHR data for a registry. In a learning health system, a bidirectional registry shares its findings with providers that have shared their EHR data. In such a reciprocal model, the findings are turned into knowledge and can effectively be used to change the delivery of care and improve outcomes across all participating providers. Currently, there are no common standards on how to distribute registry findings while protecting the identity of individual healthcare providers. Sharing the findings about data quality issues with data providers is challenging as well as it may result in legal ramifications (e.g., individual providers might become liable when data is captured inaccurately).

Linking and integrating various EHR data sources for registries also requires matching patients across databases. HIEs are sometimes required to generate master patient indexes (MPIs) to match patients across diverse EHR data sources. Developing and utilizing an MPI is a complex process and may introduce error and bias in registries despite many tools being available to accomplish this process. It is worth noting that most of the data elements needed to create MPI
are considered protected health information according to HIPAA regulations and may not be available for registries to complete the matching process.

**EHR Infrastructure and Deployment**

EHRs may provide IT infrastructure and tools to support the development of an EHR-based registry, but they typically do not provide turnkey solutions for functional registries. Over the last decade, a variety of EHR tools have been developed that could form the building blocks of EHR-based registries. For example, EHR-based clinical data warehouses collect and store EHR data across an entire health network. These system-wide data warehouses often serve as the backbone of data products that eventually support an EHR-integrated registry (see Chapter 2). However, challenges with updating, maintaining, scaling, and sharing such tools across healthcare providers still hinders development of registries.

In addition, the architecture of an EHR deployment within a healthcare delivery system may influence the usefulness of EHR for different registry applications. For example, a health system that lacks an enterprise-level EHR architecture may find it challenging to develop a system-wide EHR-integrated registry, as each of its entities operates a standalone EHR with no interoperable solution to share data among them.

**Data Access, Privacy, and Use**

Data access and privacy challenges are complex in multi-site EHR-based registries. Chapters 7 and 8 of the User’s Guide provide more information on ethics, informed consent, and protecting patient privacy. Data sharing is an additional concern in the context of EHR-based registries. Decisions must be made about whether a single institutional review board (IRB) will suffice or whether all sites will require local IRB approval. Governance is also challenging as the rules around sharing of data (identifiable or de-identified) vary depending on the organizations involved and the purpose of the research.

**Human Resources**

Most healthcare providers, especially small office-based practices, do not have adequate staff time or even the necessary expertise to solve all potential challenges with EHR-registry integration/linkage. Indeed, several types of expertise are needed, such as:

- Regulatory/ethics – what data can we share?
- Scientific – what question is important?
- Research design – how do we answer the question?
- Clinical – do the data mean what we think they mean?
- Informatics – do the data maintain their epistemological integrity from clinical collection to analysis?
- Information technology (IT) – how do we curate and manage the data?
- Statistics and epidemiology – how do we answer the question with the data obtained?
In addition, although EHRs may offer cost-effective solutions for registry use, the need to capture comprehensive data for registries may counter this cost-effectiveness balance (e.g., requiring costly changes to the clinical workflow). Assuming that all data objectives for a registry can be met within an EHR, data collection for EHR-based registries hypothetically could be achieved at the time of a clinical encounter, thus reducing the cost of data collection; however, this has yet to be achieved on a widespread basis.

Other Factors

Other factors may also affect the usefulness of EHRs as a foundation for internal registries and/or for contributing to external registries. These include challenges with collecting patient consent within clinical workflows, incorporating patient-reported data, and safeguarding the security of the data.

International Perspective on EHR-Based Registries

Some international registries are derived from national data collected in the context of national health insurance programs. In the Nordic countries, the unique constellation of universal coverage, a network of population-wide registries and databases, and individual-level linkage make registries optimally suited for observational medical research in multiple clinical domains and, increasingly for pragmatic trials. In some countries, EHRs can be readily linked with the registry data using nationwide individual identifiers. For example, Nordic countries maintain a wide network of continuously updated databases, which collectively cover most health events, which can be linked on individual level in combinations dictated by the needs of a given study. In the United Kingdom, the Clinical Practice Research Datalink (CPRD) and The Health Improvement Network (THIN) are important sources of routinely collected data, originating in EHRs. Both CPRD and THIN capture information routinely gathered in the course of daily operations of participating general practices. The data undergo a set of built-in data checks before being available for research. In some instances, additional data are linked (e.g., hospital records, or basic socioeconomic data). All patients registered with the participating practices, regardless of their disease, are included in the resulting dataset as long as they are enrolled in a participating practice.

Similarly, routine records are also being collected in some form in many countries in Europe though generally with less national coverage than in England, with non-exhaustive list including Netherlands, Italy, Scotland, Germany, France, and Spain. In North America, routine health records from a single-payer system are maintained by provinces in Canada; and, increasingly, in Asia, including South Korea and Taiwan. Although not originally established for research, routine data have been playing an increasingly important role in studies of health and disease, including post-marketing risk-management commitments.

The Future of EHR-Based Registries

The true promise of EHRs for registries is in facilitating the achievement of a practical, scalable, and efficient means of collecting registry data for multiple purposes. Scalability constraints on patient registries can be dramatically reduced by using digitized information. Paper records are
inherently limited because of the associated difficulty of systematically identifying eligible patients for research activities and the effort required to re-enter information into a database.\textsuperscript{3} Digitized information has the potential to make it easier to meet both of these requirements, enabling larger, more diverse patient populations and avoiding duplication of effort by participating clinicians and patients.\textsuperscript{3} However, duplication of effort can be reduced only to the extent that EHRs capture data elements and outcomes with specific, consistent, and interoperable definitions — or that data can be found and transformed by other processes and technologies (e.g., natural language processing) into standardized formats that match registry specifications.\textsuperscript{3}

Despite the challenges and barriers of using EHRs for registries, EHRs will likely play a key role in expanding and developing existing and future registries. Multiple factors are poised to increase the role of EHRs in registries in the near future such as:

- increasing adoption of light-weight and efficient interoperability standards (e.g., HL7 FHIR);\textsuperscript{88}
- new methods to measure EHR interoperability;\textsuperscript{69}
- innovative technical frameworks to harmonize the extraction of data from EHRs (e.g., S&I Framework SDC);\textsuperscript{60}
- introduction of new EHR-embedded tools to develop EHR-integrated registries (e.g., define and apply retrieval protocols; additional EHR-integrated forms for registries);
- incentivizing healthcare providers to share EHR data with registries (e.g., Meaningful Use);\textsuperscript{89}
- aligning value-based efforts and population health management goals with reporting of EHR data to registries across providers (e.g., MACRA);\textsuperscript{50} and
- providing additional clarifications about the application of HIPAA and other privacy protection rules in the context of EHR-based registries for both operational purposes and research.\textsuperscript{91}

EHRs can be linked or integrated with registries in many formats or various purposes. Future research should focus on developing and disseminating additional guidelines and technical documentations about registry integration with EHRs for public use. Finally, achieving a fully interoperable EHR-based registry, so that EHRs and patient registries function seamlessly with one another, is unlikely to be accomplished in the near future.\textsuperscript{3} However, it is critical that a level of interoperability be achieved to prevent the creation of information silos within proprietary informatics systems that make it difficult or impossible to develop large EHR-based registries and conduct research across diverse practices and populations.
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Introduction

While integration of electronic health record (EHR) data with registries is perhaps most common, many registries wish to incorporate data from other sources, such as medical or consumer devices, imaging databases, or biorepositories. Previous chapters in this document describe the types of data that may be obtained from those sources as well as the operational, ethical and legal, and scientific challenges associated with those sources. This chapter describes approaches to obtaining and integrating of electronic health data with other data sources, such as patient registries. The first section describes approaches to requesting and exchanging data, while the second section discusses the role of common data models in supporting the integration of data from multiple sources. Key questions to consider when planning to incorporate data from other sources are summarized in Appendix B.

Tools and Technologies for Obtaining Data

Data may be obtained from other systems in many ways. At the most basic level, data may be extracted from one system, transformed, and loaded into another system; this process is known as ‘extract, transform, and load’ or ETL. Data are typically extracted at regular intervals for all patients, rather than on a real-time basis for individual patients. Chapter 11 of the User’s Guide discusses considerations related to ETL in more detail.

Application Programming Interfaces (APIs)

More recently, substantial effort has been devoted to developing tools to transfer data using application programming interfaces (APIs). An API is a set of tools and resources that allows two applications to communicate with each other; in other words, the API delivers a request from one application to another application and then returns the response to the first application. APIs are widely used in many areas. For example, travel websites use APIs to request flight availability and price information from the airline websites and return that information to the website user.
In healthcare, use of APIs is relatively new. The 21st Century Cures Act requires the Federal government to improve the interoperability of health information, and the Office of the National Coordinator (ONC) has identified APIs as an important tool to support the exchange of health data. APIs are envisioned as a tool to enable patients to easily request and retrieve data from many different EHRs to manage their own healthcare or the healthcare of a family member. APIs may also be used to request and retrieve data for research purposes. While APIs are already used in many areas, APIs developed for health data must meet additional requirements, such as those related to authentication, authorization, encryption, and patient selection.

The Fast Healthcare Interoperability Resources (FHIR) initiative builds on the idea of using APIs by providing a set of specifications and an API to support healthcare interoperability. The specifications describe a standard for restructuring health data from disparate sources into a single format to facilitate interoperability. FHIR was introduced by Health Level Seven (HL7) as a proposed interoperability standard.

Using FHIR, software developers can build applications (‘apps’) to interface with any EHR or other health IT system to request and/or send back information, thus eliminating the need for custom-build solutions for each EHR. Unlike some earlier standards such as the Consolidated Clinical Document Architecture (C-CDA), FHIR allows for transfer of defined sets of data, rather than entire medical records; this contributes to efficiency. For example, a physician may need to access a single immunization record for a new patient; rather than transfer the entire medical record, FHIR can be used to request just that piece of information.

FHIR also has the potential to enable patients to access their own longitudinal health records by providing tools to integrate data from multiple systems into a usable format. For example, Apple announced a pilot project in early 2018 that combines patient-generated data from the iPhone Health app with data from the individual’s electronic medical record into a personal health record. The project uses the FHIR specification.

**Apps for Interoperability**

APIs and FHIR have the potential to reshape how registries interact with other data sources to obtain data. For example, the registry may be able to request and retrieve the most relevant data at the individual patient level on a regular basis from an EHR or other source. Several organizations are developing these tools, and researchers are exploring the potential of using new apps designed to facilitate research. Some examples of these efforts are described below.

**SMART Health IT**

The SMART Health IT project builds on the FHIR specifications to create an open, standards-based app platform that allows developers to build apps that run across the healthcare system. FHIR defines ‘core’ data models, and SMART applies a set of ‘profiles’ on top of those data models to specify the vocabularies that are used to express common types of clinical data, such as medications, laboratory results, and diagnoses. SMART also includes an authorization model based on the OAuth standard. In EHR systems or clinical data warehouses that have
implemented the SMART platform, clinicians and other authorized users can exchange data using apps. The SMART project includes a gallery of apps that can be used to improve clinical care, support research, and facilitate population health management. SMART apps are currently used at several healthcare institutions, including Boston Children’s Hospital and Duke Medicine.

**Apple HealthKit and ResearchKit**

In 2014, Apple released HealthKit, a common framework to support sharing of patient-generated health data (PGHD) among apps, services, and providers. The related ResearchKit was released in 2015 to provide researchers with an open source framework to build apps to support smartphone-based research. ResearchKit enables researchers to use the iPhone’s sensors as well as third-party devices to monitor health variables captured in HealthKit and share those data with researchers and EHRs. Asthma researchers used ResearchKit to conduct a prospective observational asthma study entirely remotely using a smartphone platform. The study aimed to characterize the cohort of patients enrolled via a mobile platform and to assess the feasibility of this approach. Over 7,000 U.S. participants enrolled in the Asthma Mobile Health Study using an iPhone app built on the Apple ResearchKit framework, and data were collected on demographics, socioeconomic status, medication use, asthma control, and resource utilization. In a related pilot study, four participants in the Asthma Mobile Health Study completed the setup process to share their study data with their care provider via the Epic MyChart app for use in their clinical care.

In another example, researchers at the University of California, San Francisco enrolled a remote cohort of 9,750 participants and used smartwatches to obtain heart rate and step count data. The Health eHeart Study aimed to develop and validate a deep neural network to detect atrial fibrillation using smartwatch data. The study captured more than 139 million heart rate measurements and found that smartwatch photoplethysmography coupled with a deep neural network is able to detect atrial fibrillation passively. Recruitment is now underway for the Apple Heart Study, which aims to evaluate whether the Apple Heart Study App can use data from the Apple Watch to identify irregular heart rhythms, including those caused by atrial fibrillation. The study aims to recruit 500,000 participants.

**Sync for Science**

Sync for Science (S4S) also builds on the FHIR standard and the OAuth security profiles to help participants in research studies share their data with researchers. The S4S project, run by Harvard Medical School with funding from the National Institutes of Health (NIH) and ONC, works with major EHR systems, such as Epic, Allscripts, and Cerner, to allow individuals to request their electronic health record data and share it securely with a research study. S4S leverages the Common Clinical Data Set, as defined under Meaningful Use (see Chapter 4), and works with EHR vendors to implement open standards that support the exchange of this dataset with patients and patient-selected apps.

The S4S technology is being used in the All of Us Research Program, supported the NIH’s Precision Medicine Initiative (see Chapter 1). With S4S, All of Us can obtain medical record...
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data from individuals who enroll in the study outside of participating center. The technology is also being used in a National Evaluation System for health Technology (NEST) demonstration project (see Chapter 1 for more information on NEST). The ‘Using a Novel mHealth Platform to Obtain Real-World Data for Post-Market Surveillance’ project aims to test the feasibility of ‘using a novel mobile health platform to provide real-world data that can be used for post-market surveillance of patients after either bariatric surgery (sleeve gastrectomy or gastric bypass) or catheter-based atrial fibrillation ablation.’ The project is enrolling 60 participants and using a mobile app, HugoPHR, to aggregate data from EHRs, pharmacy portals, wearable and sync-able devices, and questionnaires/patient-reported outcome measures.

Other Efforts

In November 2018, the U.S. Food and Drug Administration (FDA) released a mobile app that is designed to collect patient-reported data and store them in a central location for use in clinical research studies. The platform includes a web-based configuration portal and a single mobile app, MyStudies. The app does not currently push or pull data to/from an HER, but this capability could be added by organizations that wished to devote resources to modifying the MyStudies system for a specific use. The goal of the MyStudies system is to provide a tool that research sponsors and developers can configure for different studies and different therapeutic areas, while remaining compliant with FDA requirements for data authenticity, integrity, and confidentiality. The data storage environment supports the auditing that is required under 21 CFR Part 11 and the Federal Information Security Management Act. Two versions of the app are available – one built on Apple’s ResearchKit framework, and one built on the open source ResearchStack framework (e.g., for use on Google’s Android operating system).

The Centers for Medicare and Medicaid Services (CMS) is also working to provide Medicare beneficiaries with the ability to connect their claims data to other programs, such as research studies. CMS has released Blue Button API, which enables developers to build beneficiary-facing applications that allow a beneficiary to grant access to their claims data for another purpose (e.g., a patient registry, clinical trial, or other project). Blue Button API also builds on the FHIR standard and OAuth 2.0 security profile.

Next Steps

The use of APIs and the FHIR standard are introducing many new approaches to data transfer, with rapid innovation, app development, and iteration based on pilot study findings. This area is likely to continue to develop quickly in the near future. While these tools are not widely used in registries to date, they may become more common and useful as they mature. Further research is needed to explore use cases for patient registries and to inform the development of best practices in this area.

Common Data Models

Data models are important tools for integrating data from multiple sources. A data model specifies the definitions, structure, and relationships of data elements and can be used in single site studies as a framework to organize and define data elements, or more commonly, when there
is a need to integrate and share data across disparate sources. A common data model (CDM) is used to “standardize and facilitate the exchange, pooling, sharing, or storing of data from multiple sources.”\textsuperscript{14} As each database has a distinct physical format and may use different terminologies or coding standards, a CDM can help to minimize variability and facilitate a common interpretation across the underlying data sources. This is achieved by implementing a common data format, applying standardized data transformation rules and assumptions to the data, and developing common definitions and terminology during the data preparation process.\textsuperscript{15}

The use of CDMs in observational research gained traction following the passage of the Food and Drug Administration (FDA) Amendments Act (FDAAA) of 2007, which mandated the development of “validated methods for the establishment of a post-market risk identification and analysis system to link and analyze safety data from multiple sources.”\textsuperscript{16} In response, the FDA launched the Sentinel Initiative in May 2008 to establish a national electronic system for monitoring post-market drug safety. The system enables automated monitoring of product safety information from healthcare data systems such as registries, electronic health record systems (EHRs), and administrative claims databases. Sentinel uses a distributed data approach in which the participating data partners transform their data using a standardized data structure referred to as the Sentinel Common Data Model. Once local data are transformed according to the CDM, data queries can be executed in a distributed fashion and the results then pooled into a common database, known as the Sentinel Distributed Database (SDD).\textsuperscript{17} The distributed model employed by Sentinel allows data to remain with the data holder rather than be pooled centrally.

In addition to the Sentinel CDM, other CDMs have been developed for use in observational research. Four representative examples are described in Table 5-1.

**Rationale for Use of CDMs**

The primary advantage of using a CDM to facilitate registry development is the ability to integrate data from multiple sources into a standard format. Note, for some types of research work, such as with Sentinel, a CDM can be used as part of a distributed research network, but this is more the exception than the rule. Healthcare databases used in research often serve distinct purposes; EHRs reflect clinical data captured at the point of care, whereas administrative claims data are used to support billing and reimbursement. As a result, the information captured across these databases differs in terms of content and structure. Furthermore, one system may use a different information model than another system,\textsuperscript{18} and the way in which healthcare providers interact with and record data within each system may differ.
### Table 5-1. Selected CDMs used in observational research

<table>
<thead>
<tr>
<th>CDM</th>
<th>CDM DEVELOPER</th>
<th>PURPOSE</th>
<th>CONSIDERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentinel CDM19</td>
<td>FDA, in collaboration with Sentinel Data Partners</td>
<td>Created in 2008 in response to the FDA’s efforts to create a national electronic system for monitoring the safety of FDA-regulated products</td>
<td>Structured largely based on administrative and claims data from health insurers. Efforts to incorporate other data types such as electronic health record (EHR) data are underway. Designed primarily to support safety surveillance. Extensive library of documentation, analytic code, and software toolkits publicly available.</td>
</tr>
<tr>
<td>Observational Medical Outcomes Partnership (OMOP) CDM20</td>
<td>Observational Health Data Sciences and Informatics (OHDSI)</td>
<td>Established in 2008 to inform the appropriate use of observational healthcare databases for studying the effects of medical products. Developed as an open-source, community standard for observational healthcare data. Designed to include all observational health data elements that are relevant for analysis use cases to support the generation of reliable scientific evidence about the natural history of disease, healthcare delivery, effects of medical interventions, the identification of demographic information, healthcare interventions, and outcomes.</td>
<td>Designed to accommodate a wide variety of observational health data, including from electronic health records and administrative claims data. Relies on standardized vocabularies containing relevant corresponding healthcare concepts and reuses existing vocabularies when possible. Contains standardized derived elements which contain information about the clinical events of a patient that are not obtained directly from the source data. Open source tools and resources, including an active online community of users.</td>
</tr>
<tr>
<td>The National Patient-Centered Clinical Research Network (PCORnet) CDM21</td>
<td>Research partnership comprising clinical data research networks (CDRNs) and patient-powered research networks (PPRNs)</td>
<td>Based on the Sentinel CDM, the PCORnet CDM was developed in 2014 to define a standard organization and representation of data for the PCORnet Distributed Research Network, which facilitates multi-site patient-centered research across participating members. PCORnet uses EHR data from clinical data research networks (CDRNs), along with patient-generated data from patient-powered research networks (PPRNs).</td>
<td>Leverages standard terminologies and coding systems for healthcare to enable interoperability with evolving data standards. Primarily suited to accommodate EHR data and patient-reported data.</td>
</tr>
<tr>
<td>Informatics for Integrating Biology and the Bedside</td>
<td>Partners HealthCare System</td>
<td>Funded by the NIH as a National Center for Biomedical Computing, the i2b2 Center</td>
<td>The back-end infrastructure (the &quot;Hive&quot;) defines the structure of the underlying data repository.</td>
</tr>
</tbody>
</table>
Similarly, coding practices and terminologies may vary across sources, as discussed above. While several standardized terminologies exist across clinical coding domains (e.g., medications, conditions, procedures, laboratory tests), many healthcare systems use local or proprietary terminology, particularly for medication coding. To address differences in medication coding, the National Library of Medicine (NLM) developed RxNorm, a naming system for drugs that supports semantic interoperability between existing drug terminologies. Similarly, SNOMED CT is a comprehensive clinical healthcare terminology system used within EHR systems that supports mapping to other standard disease coding systems, such as ICD-9 and ICD-10, that may be used within a local healthcare system. Working with different data sources requires knowledge of the local terminologies and methodologies to map codes to a common standard. A CDM can provide a standard database format and mapping standards to harmonize disparate coding systems and support the ability to compare results across data sources. For example, a CDM may provide tools to support mapping from one vocabulary standard to another (e.g., NDC to RxNorm) or from a local terminology to a standard vocabulary via name/synonym matching.

Once data are mapped to a common format, CDMs can introduce efficiencies in the analysis process. Historically, analyses conducted within or across registries or other healthcare databases have required the development of ad hoc analysis plans to define data transformation rules and assumptions applied to the data. The creation and validation of these analytic programs is labor intensive, and programs are rarely reusable across different databases or research questions. A CDM can help address this problem by defining transformation rules for standardized derived elements that are built and stored within the CDM and are broadly applicable to a variety of research questions. One example of a standardized derived element is the concept of a period of drug use, or a span of time that a patient is assumed to be exposed to a particular medication; OMOP refers to this as a “drug era”. While source data may contain individual medication exposures (i.e., prescription and/or fill records), a standardized derivation can establish rules to collapse these individual exposures into a drug era. This derivation can be applied to all medication records in the model and stored in a table within the CDM. Defining and deriving this concept that can be systematically used across different medication types and research questions a priori precludes the need for study-level determination of how to handle individual medication exposures.

In addition, the use of a CDM enables standardized queries and analytic programs to be directly shared across organizations using that same CDM. The Sentinel Initiative CDM provides an example of the ability to perform rapid analytics on large volumes of healthcare data by reusing validated, standardized queries which can be shared and run by different data providers. The
Routine Querying System provides SAS programs that are designed to run against the Sentinel CDM. The Observational Medical Outcomes Partnership (OMOP) CDM maintains a publicly available repository of analytic code for users to implement as well as an active online community of members who post and discuss questions relating to implementation of the model. Following a CDM where a standard data structure, terminology, and analytic programs are shared ultimately contributes to increased transparency and reproducibility of research.

**Limitations of CDMs**

Transforming and integrating data from multiple data sources into a CDM, often in large volumes, is not without challenges. The initial implementation of a CDM requires a substantial time commitment, in-depth understanding of the model structure and standard vocabularies, and thorough knowledge of the local structure and assumptions that apply to each data source to be included in the model. A common challenge is ensuring the CDM is flexible enough to support the relevant research needs (e.g., safety, comparative effectiveness) and data types (e.g., EHR, claims, patient-reported) while still maintaining the granularity required to answer complex questions. Furthermore, the standardization process may actually introduce some degree of systematic error based on how the definition was constructed. Also, the data transformation rules dictated by the data model may not be appropriate for all circumstances or the vocabulary mapping (e.g., for a particular condition) may not be consistent with an end user’s interpretation. In addition, certain assumptions are not dictated by the data model; for example, data cleaning to eliminate duplicate records or invalid birth years must be performed at the discretion of the user based on knowledge of the source data. Thus, the quality of data in the model is driven by the quality of data that is input to the model.

A common concern with transforming data into a CDM is information loss. Only the data for which there are equivalent data fields and tables in the model, and for which source codes can be mapped to standardized coding systems, are available for analysis. For example, a model that does not have a place to store patient reported outcomes (PRO) data will not contain this data. From a terminology perspective, information loss may occur when a more granular terminology (e.g., SNOMED) is mapped to a less specific terminology (e.g., ICD-9). A clear understanding of the extraction, transformation, and loading (ETL) process that determines how the source data are mapped to the CDM can help the user understand the level of effort required to implement a CDM and help to prevent information loss.

Another challenge is the lack of harmonization across existing CDMs. A new effort, launched in 2017 and run by the FDA, is working to harmonize existing CDMs, including Sentinel, PCORnet, OHDSI, and i2b2, to improve the utility and interoperability of data from each of these networks. Work on this effort is ongoing.

**Selecting an Appropriate CDM**

Various factors, such as the suitability of available models and availability of resources to implement the model, can inform the choice to use a CDM. While most CDMs are developed with the expectation that a user will maintain the database schema and data elements of the
model, such that data can be shared or standardized analytic programs can be run, there is often the flexibility for modifications such as incorporating additional content to suit the user’s needs. Several criteria should be considered when evaluating the suitability of existing CDMs for a specific registry purpose. In particular, the criteria developed by the Scalable Architecture for Federated Translational Inquiries Network (SAFTI Net) project are highly relevant here.\textsuperscript{33} The SAFTI Net project was an AHRQ-funded project to develop a scalable, distributed network to support comparative effectiveness research. The criteria provided in Table 5-2 are adapted from the SAFTI Net criteria to apply to apply to patient registries generally.

**Table 5-2. Criteria to evaluate the suitability of a CDM for a specific purpose, adapted from the SAFTI Net Project\textsuperscript{33}**

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>DEFINITION</th>
<th>CONSIDERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Coverage</td>
<td>The ability to accommodate the necessary data elements and domains to address the registry’s research questions.</td>
<td>Are the necessary data domains and data elements available in the supported version of the data model?</td>
</tr>
<tr>
<td>Extensibility</td>
<td>The methods used to expand the data model for more data elements, data types and new data domains.</td>
<td>Can new elements be incorporated by adding new values to existing data elements (e.g., adding “outpatient” as a new value to VISIT_TYPE_) versus needing to add new tables or columns? Larger scale domain extension may require changes to the database technical platform for tuning, indices, and efficiencies</td>
</tr>
<tr>
<td>Standardization</td>
<td>Use of standardized vocabularies</td>
<td>Does the model support use of standardized terminologies? Are tools available to support mapping from one standard to another, or from local terminologies to a standard terminology?</td>
</tr>
<tr>
<td>Scalability</td>
<td>The ability of the model to support datasets of different sizes.</td>
<td>Can the model be sized to smaller or larger datasets? What size of datasets have been supported in actual field use?</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Willingness of existing user community to accept and incorporate data model additions and changes.</td>
<td>How broad a variety of data domains may be modeled? Are active user groups available to support sustainability?</td>
</tr>
<tr>
<td>Understandability</td>
<td>The effort required for technical staff to understand the data model and for data analysts to understand how to construct a query.</td>
<td>Are adequate training materials and supporting documentation available? Are active user groups available to help address questions?</td>
</tr>
<tr>
<td>Efficiency</td>
<td>The growth of the database with absent data (how null values are handled).</td>
<td>How are nulls handled in the database?</td>
</tr>
<tr>
<td>Current Usage</td>
<td>The number and diversity of uses of the data model and the size of the community using and supporting the model.</td>
<td>Have other researchers successfully used the model in a manner similar to the intended use? Is there an active user community to engage with researchers on the intended project?</td>
</tr>
<tr>
<td>Stability</td>
<td>The number of changes to the data model over the past 12–24 months.</td>
<td>Is the data model under review and revised periodically? A nonstable model may require underlying infrastructure changes to maintain.</td>
</tr>
</tbody>
</table>
## Conclusions

Registries may use a variety of approaches to obtain data and integrate data from other sources. In many cases, the approach will be customized for the needs of a specific registry. However, many efforts are underway to develop standards-based tools, such as mobile applications, that can be adapted relatively easily to meet the specific needs of a study. Registries may also benefit from use of common data models to facilitate integration of data from disparate sources. Further research is needed to explore how these tools may be used in patient registries and to inform the development of best practices in this area.

<table>
<thead>
<tr>
<th>CRITERIA</th>
<th>DEFINITION</th>
<th>CONSIDERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>Licensing, staffing, costs of infrastructure.</td>
<td>If not public domain, what are the licensing costs? What are the staffing and resource costs? What are the infrastructure costs required to run the model?</td>
</tr>
</tbody>
</table>
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## Appendix A. Data Harmonization and Standardization Efforts

### Table A-1. General/multi-condition initiatives

<table>
<thead>
<tr>
<th>NAME OF INITIATIVE</th>
<th>TYPE OF INITIATIVE</th>
<th>OBJECTIVES/WORK PRODUCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical Data Interchange Standards Consortium (CDISC) Clinical Data Acquisition Standards Harmonization (CDASH)</td>
<td>Data harmonization</td>
<td>Provides basic recommended data elements for 18 domains (e.g., demographics, adverse events) that are common to most therapeutic areas and most phases of clinical research.¹</td>
</tr>
<tr>
<td>National Institute of Neurological Disorders and Stroke (NINDS) Common Data Elements (CDE) Project</td>
<td>Data harmonization; Repository</td>
<td>Develops data standards for use in clinical research within the neurological community and maintains a catalog of these data standards.²,³</td>
</tr>
<tr>
<td>Core Outcome Measures in Effectiveness Trials (COMET)</td>
<td>Data harmonization; Repository</td>
<td>Collects resources relevant to core outcome measure sets to facilitate the exchange of information and foster new research.⁴</td>
</tr>
<tr>
<td>Agency for Healthcare Research and Quality (AHRQ) Common Formats</td>
<td>Data harmonization; Repository</td>
<td>Provides common definitions and reporting formats for to help providers uniformly report patient safety events. Also includes metadata registry with data element attributes and technical specifications.⁵</td>
</tr>
<tr>
<td>European Clinical Research Infrastructures Network (ECRIN) Database</td>
<td>Repository</td>
<td>Provides database of outcomes related to specific medical devices, taken primarily from health technology assessments (HTAs) and other relevant publications, such as systematic reviews and horizon scans.⁶</td>
</tr>
<tr>
<td>Rare Diseases Registry Program (RaDaR). Formerly known as Global Rare Diseases Patient Registry and Data Repository (GRDR). Aims to build and develop data standards and best practices for implementation across the international rare disease community.⁷</td>
<td>Data harmonization</td>
<td></td>
</tr>
<tr>
<td>International Consortium for Health Outcomes Measurement (ICHOM)</td>
<td>Data harmonization</td>
<td>Develops standard sets of outcome measures for specific condition areas, resulting in published standard sets for multiple conditions.⁸</td>
</tr>
<tr>
<td>National Quality Forum (NQF)</td>
<td>Endorsement body; Repository</td>
<td>Endorses consensus standards for performance measurement and provides searchable catalog of quality measures.⁹</td>
</tr>
<tr>
<td>National Quality Registry Network (NQRN)</td>
<td>Registry network</td>
<td>Now part of PCPI, NQRN is a network of private and public registries and stakeholders working towards improving patient outcomes through registries.¹⁰</td>
</tr>
<tr>
<td>The National Patient-Centered Clinical Research Network (PCORnet)</td>
<td>Data harmonization (planned)</td>
<td>Developing a national infrastructure for patient-centered clinical research, using multiple data sources from multiple networks, which will require inter-network data harmonization.¹¹</td>
</tr>
<tr>
<td>Consensus Measures for Phenotypes and eXposures (PhenX)</td>
<td>Measure development; Repository</td>
<td>Develops standardized measures of phenotypes and exposures for use in Genome-wide Association Studies (GWAS) and other research; provides a searchable catalog of measures.¹²</td>
</tr>
<tr>
<td>Patient Registry Item Specifications and Metadata for Rare Diseases (PRISM)</td>
<td>Repository</td>
<td>Developed library of questions used in rare disease registries to support re-use and eventually facilitate standardization efforts.¹³,¹⁴</td>
</tr>
<tr>
<td>NAME OF INITIATIVE</td>
<td>TYPE OF INITIATIVE</td>
<td>OBJECTIVES/WORK PRODUCT</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td>------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Patient Reported Outcomes Measurement Information System (PROMIS)</td>
<td>Measure development; Repository</td>
<td>Develops standardized measures of patient–reported health status for physical, mental, and social well-being.15</td>
</tr>
<tr>
<td>TREAT-NMD Registry of Outcome Measures (ROM)</td>
<td>Repository</td>
<td>Provides database of outcome measures suitable for inclusion in neuromuscular disease studies.16</td>
</tr>
<tr>
<td>NIH Toolbox for Assessment of Neurological and Behavioral Function</td>
<td>Measure development</td>
<td>Developed standard measures that can be used to assess cognitive, sensory, motor and emotional function across diverse study designs and settings.17</td>
</tr>
<tr>
<td>United States Health Information Knowledgebase (USHIK)</td>
<td>Infrastructure</td>
<td>Provides database of healthcare-related metadata, specifications, and standards.18</td>
</tr>
<tr>
<td>National Library of Medicine (NLM) Value Set Authority Center (VSAC)</td>
<td>Infrastructure</td>
<td>Serves the central repository for the official versions of value sets that support Meaningful Use 2014 Clinical Quality Measures (CQMs).19</td>
</tr>
<tr>
<td>Common Healthcare Data Interoperability Project between Pew Charitable Trusts (Pew) and Duke Clinical Research Institute (DCRI)</td>
<td>Data harmonization</td>
<td>Identifies and develops common data elements based on clinical concepts across registries, building on US Core Data for Interoperability and Health Level 7 standards.20</td>
</tr>
<tr>
<td>Agency for Healthcare Research and Quality (AHRQ) Outcomes Measures Framework (OMF)</td>
<td>Data harmonization</td>
<td>Assesses the feasibility of classifying consistent outcomes measures for: atrial fibrillation, asthma, depression, lung cancer, and lumbar spondylolisthesis.21</td>
</tr>
</tbody>
</table>
### Table A-2. Condition-specific initiatives

<table>
<thead>
<tr>
<th>CONDITION-SPECIFIC INITIATIVES</th>
<th>TYPE OF INITIATIVE</th>
<th>OBJECTIVES/WORK PRODUCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bleeding Academic Research Consortium</td>
<td>Data harmonization</td>
<td>Developed standardizing bleeding definitions for cardiovascular disease clinical trials.(^{22})</td>
</tr>
<tr>
<td>American College of Cardiology/American Heart Association Task Force on Clinical Data Standards</td>
<td>Data harmonization</td>
<td>Develops data standards for multiple areas (e.g., heart failure, cardiac imaging, atrial fibrillation, electrophysiological procedures).(^{23})</td>
</tr>
<tr>
<td>National Cancer Institute (NCI) Cancer Data Standards Repository (caDSR)</td>
<td>Repository</td>
<td>Provides a repository of common data elements (CDEs), metadata, and data standards used in cancer research.(^{24})</td>
</tr>
<tr>
<td>Diabetes Data Strategy (Diabe-DS)</td>
<td>Data harmonization</td>
<td>Created common data elements for Type 1 diabetes using a disease-specific domain analysis model.(^{25})</td>
</tr>
<tr>
<td>Division of Tuberculosis Elimination, Centers for Disease Control and Prevention</td>
<td>Data harmonization</td>
<td>Developed standardized treatment outcomes for multi-drug resistant tuberculosis.(^{26})</td>
</tr>
<tr>
<td>European Hematology Association (EHA) Scientific Working Group on Thrombocytopenias</td>
<td>Data harmonization</td>
<td>Developed standardized data definitions for treatment response for Primary Immune Thrombocytopenic Purpura (ITP).(^{27})</td>
</tr>
<tr>
<td>Federal Interagency Traumatic Brain Injury Research (FITBIR)</td>
<td>Data harmonization; Repository</td>
<td>Provides data dictionary based NINDS CDE project, with ability for investigators to submit alternate terms and translation rules for the same element.(^{28})</td>
</tr>
<tr>
<td>Grid-Enabled Measures (GEM)</td>
<td>Infrastructure</td>
<td>Facilitates virtual community of investigators to promote the use of standardized measures that are tied to theoretically-based constructs and facilitate the ability to share resulting harmonized data.(^{29})</td>
</tr>
<tr>
<td>Harmonizing Outcome Measures for Eczema (HOME)</td>
<td>Data harmonization</td>
<td>Continues to update “roadmap” and release publications on the development and implementation of core sets of outcome measurements, including quality of life measurements.(^{30})</td>
</tr>
<tr>
<td>North American Association of Central Cancer Registries</td>
<td>Data harmonization</td>
<td>Develops and promotes the use of uniform data standards for cancer registries.(^{31})</td>
</tr>
<tr>
<td>National Cardiovascular Research Infrastructure (NCRI)</td>
<td>Data harmonization</td>
<td>Developed harmonized cardiovascular data definitions for clinical research, patient registries, and patient care by using existing data elements and creating new data elements, when necessary.(^{32})</td>
</tr>
<tr>
<td>National Database of Autism Research (NDAR)</td>
<td>Repository</td>
<td>Provides a data dictionary with pre-defined data structures, as well as tools to support the development of community data standards.(^{33})</td>
</tr>
<tr>
<td>Outcome Measures in Rheumatology (OMERACT)</td>
<td>Data harmonization</td>
<td>Develops core sets of outcome measures for use in rheumatic diseases using a documented, reproducible process.(^{34})</td>
</tr>
</tbody>
</table>
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Appendix B. Key Questions When Planning To Obtain Data From Other Sources

Selecting Data Sources

- Is this data source appropriate? In other words, are the data relevant for the registry purpose? Are the data reliable, meaning captured with sufficient consistency and accuracy to meet the registry objectives? Are the data sufficiently complete for the registry purpose?
- Is it feasible to obtain the data at the appropriate frequency for the registry purpose (e.g., once, annually, quarterly, in real-time, etc.)?
- What ethical and legal requirements must be met to obtain these data?
- Will de-identified or identifiable data be obtained?
- What is the cost of obtaining these data?

Technical Considerations

- Are any data standards used?
- Is a data dictionary available?
- Will the data be transformed to align with the registry data model?
- Will any variables be derived?
- Will any data be extracted using unstructured data (e.g., extraction of data elements from unstructured text using natural language processing)?
- How will data be linked to the appropriate patient within the registry?

Operational Considerations

- What approach will be used by registry stewards to train sites/individuals to submit data?
- How will the registry monitor data quality over time?
- How often will the data be transferred?
- How often do the data change? How will changes in data be handled within the registry?
- How will conflicting data be handled?
- How will missing data be handled?