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Conducting Quantitative Synthesis 
When Comparing Medical Interventions: 
AHRQ and the Effective Health Care Program 

Abstract 

Objective 

The objective is to establish recommendations for conducting quantitative synthesis or meta-

analysis using study-level data in Comparative effectiveness reviews (CERs) for the Evidence-

based Practice Center (EPC) program of the Agency for Healthcare Research and Quality (AHRQ). 

Study Design and Setting 

We focused on recurrent issues in the EPC program and the recommendations were 

developed using group discussion and consensus based on current knowledge in the literature. 

Results 

We first discussed considerations for deciding whether to combine studies, followed by 

discussions on indirect comparison and incorporation of indirect evidence. Then we described our 

recommendations on choosing effect measures and statistical models, giving special attention to 

combining studies with rare events, and on testing and exploring heterogeneity. Finally, we briefly 

present recommendations on combining studies of mixed design and on sensitivity analysis.  

Conclusion 

Quantitative synthesis should be conducted in a transparent and consistent way. Inclusion of 

multiple alternative interventions in CERs increases the complexity of quantitative synthesis while 

the basic issues in quantitative synthesis remain crucial considerations in quantitative synthesis for a 

CER. We will cover more issues in future versions and update and improve recommendations with 

the accumulation of new research to advance the goal for transparency and consistency.  
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Introduction  
Comparative effectiveness reviews (CERs) are systematic reviews that summarize 

comparative effectiveness and harms of alternative clinical options, and aim to help clinicians, 

policy makers, and patients make informed treatment choices. Quantitative synthesis, or meta-

analysis, is often essential for CERs to provide scientifically rigorous summary information. 

Quantitative synthesis should be conducted in a transparent and consistent way, and methodologies 

reported explicitly. Reasons for this were made clear during the controversy around the safety of 

rosiglitazone, where a systematic review that found increased risk for myocardial infarction
1
 

spurred heated debate on issues around choosing appropriate methods for quantitative syntheses;
2-4 

and the subsequent Congressional hearing
5
 brought these issues further into spotlight. This story 

highlighted the fact that basic issues in quantitative syntheses, such as choice of an effect measure 

or a model or how to handle heterogeneity, remain crucial considerations and are often the subject 

of controversy and debate. 

A CER typically evaluates the evidence on multiple alternative interventions whereas most 

published meta-analyses compared one intervention with a placebo. Inclusion of multiple 

interventions increases the complexity of quantitative synthesis and entails methods of comparing 

multiple interventions simultaneously. Evaluation of multiple interventions also makes the 

assessment of similarity among studies and the decision to combine studies even more challenging. 

Presenting results of a meta-analysis from a CER in a way that is useful to decisionmakers is also a 

challenge.  

The Evidence-based Practice Center (EPC) program of the Agency for Healthcare Research 

and Quality (AHRQ)
6
 is the leading U.S. program providing unbiased and independent CERs. The 

goal of this article is to summarize our recommendations in conducting quantitative synthesis of 

CERs for therapeutic benefits and harms for the EPC program with the goal to improve consistency 

and transparency. The recommendations cover recurrent issues in the EPC program and we focus on 

methods for combining study-level effect measures. First, we discuss considerations for deciding 

whether to combine studies, followed by discussions on indirect comparison and incorporation of 

indirect evidence. Then we describe our recommendations for choosing effect measures and 

statistical models, giving special attention to combining studies with rare events; and on testing and 

exploring heterogeneity. Finally, we briefly present recommendations on combining studies of 

mixed design and on sensitivity analysis. This article is not a comprehensive review of methods.  

The recommendations were developed using group discussion and consensus based on 

current knowledge in the literature.
7
 EPC investigators are encouraged to follow these 

recommendations but may choose to use alternative methods if deemed appropriate. If alternative 

methods are used, the investigators are required to provide rationales for their choice, and if 

appropriate, to state the strengths and limitations of the chosen method in order to promote 

consistency and transparency. In addition, several steps in conducting a meta-analysis require 

subjective decisions, for example, the decision to combine studies or the decision to incorporate 

indirect evidence. For each subjective decision, investigators should fully explain how the decision 

was reached.  

Decision To Combine Studies  
The decision to combine studies to produce an overall estimate should depend on whether a 

meaningful answer to a well formulated research question can be obtained. The purpose of a meta-

analysis should be explicitly stated in the methods section of the CER. The overall purpose of the 
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review is not in itself a justification for conducting a meta-analysis, nor is the existence of a group 

of studies that address the same treatments. Investigators should avoid statements such as ―We 

conducted a meta-analysis to obtain a combined estimate of …‖ Rather, explain the reason a 

combined estimate might be useful to decision makers who might use the report or products derived 

from the report.  

Study Similarity Is a Requirement for Quantitative Synthesis  

Combining studies should only be considered if they are clinically and methodologically 

similar. There is no commonly accepted standard defining which studies are ―similar enough.‖ 

Instead, the similarity of selected studies is always interpreted in the context of the research 

question, and to some extent, is subjective. In addition, judging similarity among studies depends on 

the scope of the research question. A general question may allow inclusion of a broader selection of 

studies than a focused question. For example, it may be appropriate to combine studies from a class 

of drugs instead of limiting only to a particular drug, if the effect of the drug class is of interest, and 

the included studies are methodologically comparable. 

Statistical Heterogeneity Does Not Dictate Whether or Not To Combine  

Variation among studies can be described as:
8
 

1. Clinical diversity: variability in study population characteristics, interventions and outcome 

ascertainments.  

2. Methodological diversity: variability in study design, conduct and quality, such as blinding 

and concealment of allocation.  

3. Statistical heterogeneity: variability in observed treatment effects across studies. Clinical 

and/or methodological diversity, biases or even chance, can cause statistical heterogeneity.  

 

Investigators should base decisions about combining studies on thorough investigations of 

clinical and methodological diversity as well as variation in effect size. Both the direction and 

magnitude of effect estimates should be considered. These decisions require clinical insights as well 

as statistical expertise.  

Clinical and methodological diversity among studies always exists even if a group of studies 

meet all inclusion criteria and seem to evaluate the same interventions in similar settings. 

Incomplete description of protocols, populations, and outcomes can make it impossible to assess 

clinical and methodological diversity among trials; nor does it always result in detectable statistical 

heterogeneity.
9
 Further, evolving disease biology, evolving diagnostic criteria or interventions, 

change in standard care, time-dependent care, difference in baseline risk, dose-dependent effects 

and other factors may cause seemingly similar studies to be different. For example, the evolution of 

HIV resistances makes the HIV population less comparable over time, while the effectiveness of the 

initial highly-active antiretroviral therapy improves rapidly over time. These increased the 

complexity in the evaluation of clinical and methodological diversity.  

Statistical tests of heterogeneity are useful to identify variation among effects estimates, but 

their performance is influenced by number and size of studies
10

 or choice of effect measures.
11

 As a 

general rule, however, investigators should not decide whether to combine studies based on the p-

value of a test of heterogeneity. When there is a large amount of clinical and methodological 

diversity along with high statistical heterogeneity such that any combined estimate is potentially 

misleading, the investigators should not combine the studies to produce an overall estimate. Instead, 

investigators should attempt to explore heterogeneity using subgroup analysis and meta-regression 
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if there is sufficient number of studies (see section on Test and Explore Statistical Heterogeneity) or 

describe the heterogeneity qualitatively. However, combining clinically or methodologically diverse 

studies can make sense if effect sizes are similar, particularly when the power to detect variation is 

large. In this situation, investigators should describe the differences among the studies and 

population characteristics, as well as the rationale for combining them in light of these differences. 

Ultimately the decision will be judged on whether combining the studies makes sense clinically, a 

criterion that is qualitative and perhaps subjective. Examples to illustrate how to make appropriate 

decisions based on evaluation of different types of heterogeneity are helpful to guide the consistent 

implementation of these principles and need to be developed by the EPC program.  

Indirect Comparisons and Consideration of Indirect Evidence 
Multiple alternative interventions for a given condition usually constitute a network of 

treatments. In its simplest form, a network consists of three interventions, for example, interventions 

A, B, and C. Randomized controlled trials (RCT) of A vs. B provide direct evidence on the 

comparative effectiveness of A vs. B; trials of A vs. C and B vs. C would provide indirect estimates 

of A vs. B through the ―common reference,‖ C. The inclusion of more interventions would form 

more complex networks and involve more complex indirect comparisons.
12,13

 

Consideration of Indirect Evidence 

Empirical explorations suggest that direct and indirect comparisons often agree,
13-18

 but with 

notable exceptions.
19

 In principle, the validity of indirect comparison relies on the invariance of 

treatment effects across study populations. However, in practice, trials can vary in numerous ways 

including population characteristics, interventions and cointerventions, length of followup, loss to 

followup, study quality, etc. Given the limited information in many publications and the inclusion 

of multiple treatments, the validity of indirect comparisons is often unverifiable. Moreover, indirect 

comparisons, like all other meta-analyses, essentially constitute an observational study, and residual 

confounding can always be present. Systematic differences in characteristics among trials in a 

network can bias indirect comparison results. In addition, all other considerations for meta-analyses, 

such as choice of effect measures or heterogeneity, also apply to indirect comparisons. 

Therefore, in general, investigators should compare competing interventions based on direct 

evidence from head-to-head RCTs whenever possible. When head-to-head RCT data are sparse or 

unavailable but indirect evidence is sufficient, investigators could consider indirect comparisons as 

an additional analytical tool.
20

 If the investigators choose to ignore indirect evidence, they should 

explain why.  

Approaches of Indirect Comparison 

The naïve indirect comparison—where the summary event rate for each intervention is 

calculated for all studies and compared—is unacceptable. This method ignores the randomized 

nature of the data and is subject to a variety of confounding factors. Confounders will bias the 

estimate for the indirect comparison in an unpredictable direction with uncertain magnitude.
21

 

An alternative approach of indirect comparison is to use qualitative assessments by 

comparing the point estimates and the overlap of confidence intervals from direct comparisons. 

Two treatments are suggested to have comparable effectiveness if their direct effects vs. a common 

intervention have the same direction and magnitude, and there is considerable overlap in their 

confidence intervals. Under this situation, the qualitative indirect comparison is useful by saving the 

resources of going through formal testing and more informative than simply stating that there is no 
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available direct evidence. However, the degree of overlap is not a reliable substitute for formal 

testing. It is possible that the difference between two treatment effects is significant when there is 

small overlap of confidence intervals. When overlap in confidence intervals is less than modest and 

a significant difference is suspected, we recommend formal testing. 

Indirect comparison methods range from Bucher‘s simple adjusted indirect comparisons
15

 to 

more complex multi-treatment meta-analysis (MTM) models.
12,13,22,23

 When there are only two sets 

of trials, say, A vs. C and B vs. C, Bucher‘s method should be enough to get the indirect estimate of 

A vs. B. More complex network needs more complex MTM models. Currently the investigators 

may choose any of the MTM models, and further research is required to evaluate their comparative 

performance and the validity of the model assumptions in practice. However, whichever method the 

investigators choose, they should assess the invariance of treatment effects across studies and 

appropriateness of the chosen method on a case-by-case basis, paying special attention to 

comparability across different sets of trials. Investigators should explicitly state assumptions 

underlying indirect comparisons and conduct sensitivity analysis to check those assumptions. If the 

results are not robust, findings from indirect comparisons should be considered inconclusive. 

Interpretation of findings should explicitly address these limitations. Investigators should also note 

that simple adjusted indirect comparisons are generally underpowered, needing four times as many 

equally sized studies to achieve the same power as direct comparisons, and frequently lead to 

indeterminate results with wide confidence intervals.
15,17

 

MTM models provide the ability to check and quantify consistency or coherence of evidence 

for complex networks.
12,13,22,23

 Consistency or coherence describes the situation that direct and 

indirect evidence agrees with each other, and when the evidence of a network of interventions is 

consistent, investigators could combine direct and indirect evidence using MTM models. 

Conversely, they should refrain from combining multiple sources of evidence from an incoherent 

network where there are substantial differences between direct and indirect evidence. Investigators 

should make efforts to explain the differences between direct and indirect evidence based upon 

study characteristics, though little guidance and consensus exists on how to interpret the results.  

Choice of Effect Measures 
Effect measures quantify differences in outcomes, either effectiveness or harms, between 

treatments in trials (or exposure groups in observational studies). The choice of effect measures is 

first determined by the type of outcomes. For example, relative risk and odds ratio are used for a 

binary outcome and mean difference is for a continuous outcome. They could also be broadly 

classified into absolute measures—such as risk differences or mean differences—and relative 

measures—such as odds ratio or relative risk. The number needed to treat (NNT) or harm (NNH) 

may also be considered effect measures, though they are usually not considered for meta-analyses 

as the standard error is rarely calculated or reported and normal approximation does not apply to 

NNT and NNH.  

Binary Outcomes 

Three measures are routinely used in a meta-analysis: the relative risk (RR), odds ratio 

(OR), and risk difference (RD). Criteria used to compare these measures include consistency over a 

set of studies, statistical property, and interpretability.
24 

No single measure excels in all criteria. 

The RD is most easily understood by clinicians and patients, and most useful to aid decision 

making, though it tends to be less consistent than relative measures (RR and OR) across studies. It 

is a preferred measure whenever estimates of RD are similar across studies and appropriate to be 
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combined. Usually in such cases, the proportions of events among control groups are relatively 

common and similar among studies. When events are rare, we don‘t recommend RD because 

combined estimates based on RD are often biased and have conservative confidence interval 

coverage and low statistical power.
25

 When RD is not appropriate, RR is preferred over OR because 

it is easier to interpret clinically. RR and OR are effectively equivalent for rare events. However, 

RR is not a reversible measure in terms that if the definition of an outcome event and nonevent is 

switched, for example, from death to survival, the estimate of RR will be affected substantially and 

RR for death is not the reciprocal of RR for survival. The precision of the estimated RR would be 

affected, too. For RD and OR, such switch has no major consequence as OR for death is the 

reciprocal of OR for survival and the switch only changes the sign of RD. Therefore, while the 

definition of the outcome event needs to be consistent among the included studies when using any 

measure, the investigators should be particularly attentive to the definition of an outcome event 

when using a RR.  

The reported measures or study design could prescribe the choice of effect measures. Case-

control studies only allow the estimation of an OR. For observational studies, usually only relative 

measures are reported from a model adjusted for confounding variables. In another situation, when 

a subset of included studies only report, say, RR, without reporting raw data to calculate other 

measures, the choice could be determined by the reported measure in order to include all studies in 

the analysis.  

To facilitate interpretation when a relative measure (RR or OR) is used, we recommend 

calculating a RD or NNT/NNH using the combined estimates at typical proportions of events in the 

control group. We also encourage the calculation of NNT/NNH when using RD. Investigators 

should calculate a confidence interval for NNT/NNH as well.
26,27

 

Note that both absolute and relative effect measures convey important aspects of evidence. 

We consider it good practice to report the proportion of events from each intervention group in 

addition to the effect measure.  

Continuous Outcomes 

The two measures for continuous outcomes are mean difference and standardized effect 

sizes. The choice of effect measure is determined primarily by the scale of the available data. 

Investigators can combine mean differences if multiple trials report results using the same or similar 

scales. Standardized mean difference (SMD) is typically used when the outcome is measured using 

different scales. SMD is defined as the mean difference divided by a measure of within-group 

standard deviation and several estimators of SMD have been developed including Glass‘s , 

Cohen‘s d and Hedge‘s g. Hedge also proposed an unbiased estimator of the population SMD.
28

 

Hedge‘s unbiased estimator should be used whenever possible; otherwise, Hedge‘s g is generally 

preferred over Cohen‘s d or Glass‘s . Standardized mean differences of 0.3, 0.5 and 0.8 are 

suggested corresponding to small, medium, and large referents
29 

and widely used, though they were 

not anchored in meaningful clinical context.  

For some continuous outcomes, a meaningful clinically important change is often defined 

and patients achieving such change are considered as ―responders.‖
30 

Understanding the relationship 

between continuous effect measures and proportion of ―response‖ is nascent and not 

straightforward. Further research is necessary and we currently recommend against inferring 

response rate from a combined mean difference. 
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Count Data and Time to Events 

Rate ratio is used for count data and often estimated from a Poisson regression model. For 

time to event data, the measure is hazard ratio (HR), and most commonly estimated from the Cox 

proportional hazards model. Investigators can also calculate HR and its variance if observed and 

expected events can be extracted,
31, 32

 although this is often quite difficult.
33

 

Choice of Statistical Model for Combining Studies 
Meta-analysis can be performed using either a fixed or a random effects model. A fixed 

effects model assumes that there is one single treatment effect across studies. Generally, a fixed 

effects model is not advised in the presence of significant heterogeneity. In practice, clinical and 

methodological diversity are always present across a set of included studies. Variation among 

studies is inevitable whether or not the test of heterogeneity detects it. Therefore, we recommend 

random effects models, with exceptions for rare binary outcomes (discussed in more details under 

Combining Rare Binary Outcomes). We recommend against choosing a statistical model based on 

the significance level of heterogeneity test, for example, picking a fixed effect model when the p-

value for heterogeneity is more than 0.10 and a random effects model when P < 0.10.  

A random effects model usually assumes that the treatment effects across studies follow a 

normal distribution, though the validity of this assumption may be difficult to verify, especially 

when the number of studies is small. When the results of small studies are systematically different 

from those of the large ones, the normality assumption is not justified either. In this case, neither the 

random effects model nor the fixed effects model would provide an appropriate estimate
8
 and we 

recommend not combining all studies. Investigators can choose to combine the large studies if they 

are well conducted with good quality and expected to provide unbiased effect estimates.  

General Considerations for Model Choice 

The most commonly used random effects model, originally proposed by DerSimonian and 

Laird,
34 

does not adequately reflect the error associated with parameter estimation. A more general 

approach has been proposed.
35

 Other estimates are derived by using simple or profile likelihood 

methods, which provide an estimate with better coverage probability.
36

 Likelihood based random 

effects models also account better for the uncertainty in the estimate of between-study variance. All 

these models could be used to combine measures for continuous, count and time to event data, as 

well as binary data when the events are common. For OR, RR, HR and rate ratio, they should be 

analyzed on the logarithmic scale. For OR, a logistic random effects model is another option.
37

 

When the estimate of between-study heterogeneity is zero, a fixed effects model (e.g., the Mantel-

Haenszel method, inverse variance method, Peto method (for OR), or fixed effects logistic 

regression) could also be used for common binary outcomes and provide similar estimate to the 

DerSimonian and Laird approach. Peto method requires that no substantial imbalance exists 

between treatment and control group sizes within trials and treatment effects are not exceptionally 

large. 

 

A special case: combining rare binary outcomes. When comparing rare binary outcomes, few or 

zero events often occur in one or both arms in some of the included studies. The normal 

approximation of the binomial distribution does not hold well and choice of model becomes 

complicated. A fixed effects model is often more appropriate for rare events based on simulation 

study, even under the conditions of heterogeneity,
38

 because it provides less biased results and 
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better coverage property of the 95 percent confidence interval. However, investigators should note 

that no method gives completely unbiased estimates when events are rare.  

When event rates are less than 1 percent, the Peto OR method is the recommended choice if 

the included studies have moderate effect sizes and the treatment and control group are of relatively 

similar sizes. This method provides the least biased, most powerful combined estimates with the 

best confidence interval coverage.
25

 Otherwise when treatment and control group sizes are very 

different or effect sizes are large, or when events become more frequent (5 percent to10 percent), 

the Mantel-Haenszel method (without correction factor) or a fixed effects logistic regression 

provide better combined estimates and are recommended.  

Exact methods have been proposed for small studies and sparse data.
39,40

 However, 

simulation analyses did not identify a clear advantage of exact methods over a logistic regression or 

the Mantel-Haenszel method even in situations where the exact methods would theoretically be 

advantageous.
25

 Therefore the investigators may choose to use exact methods but we don‘t 

specifically recommend exact methods over fixed effect models discussed above.  

 

Considerations of correction factor for studies with zero events in one arm. In a study with zero 

events in one arm, estimation of effect measures (RR and OR) or their standard errors needs the 

addition of a correction factor, most commonly, 0.5 added to all cells. However, a combined 

estimate can be obtained using the Peto method, the Mantel-Haenszel method, or a logistic 

regression approach, without adding a correction factor. It has been shown that the Mantel-Haenszel 

method with the 0.5 correction does not perform as well as the uncorrected Mantel-Haenszel 

method or logistic regression,
25

 nor as well as the Mantel-Haenszel method with alternative 

correction factors.
38

 Therefore, we advise against the use of the Mantel-Haenszel method with the 

0.5 correction. The investigators could choose adding no correction factors or exploring alternative 

correction factors using sensitivity analyses.
38

  

 

Studies with zero events in both arms. When both arms have zero events, the relative measures 

(OR and RR) are not defined. These studies are usually excluded from the analysis as they do not 

provide information on the direction and magnitude of the effect size.
25,38

 Others consider including 

studies without events in the analyses to be important and choose to include them using correction 

factors.
41,42

 Inferential changes were observed when including studies without events
41

 but the 

DerSimonian and Laird approach and RD
41

 were used, which have been shown to have poor 

performance for rare events.
 25

 

We recommend that studies with zero events in both arms should be excluded from meta-

analyses of OR and RR. The Peto method, fixed effects logistic regression (Bayesian or not), and 

the Mantel-Haenszel method effectively exclude these studies from the analysis by assigning them 

zero weight. Instead, the excluded studies could be qualitatively summarized, as in the hypothetical 

example below (Table 1), by providing information on the confidence intervals for the proportion of 

events in each arm. On the other hand, when the investigators estimate a combined control event 

rate, the zero events studies should be included, and we recommend the random effects logistic 

model that directly models the binomial distribution.
43
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Table 1. Example of a qualitative summary of studies with no events in both groups 
 Intervention A Intervention B 

Studies with zero 
events in both arms 

Counts One sided 97.5% exact 
confidence interval for the 
proportion of events  

Counts One sided 97.5% exact 
confidence interval for the 
proportion of events  

Study 1 0/10 (0, 0.31) 0/20 (0, 0.168) 

Study 2  0/100 (0, 0.036) 0/500 (0, 0.007) 

Study 3 0/1000 (0, 0.004) 0/1000 (0, 0.004) 

 

Bayesian Methods 

Both fixed and random effects models have been developed within a Bayesian framework 

for various types of outcomes. The Bayesian fixed effects model provides good estimates when 

events are rare for binary data.
38

 When the prior distributions are vague, Bayesian estimates are 

usually similar to estimates using the above methods, though choice of vague priors could lead to a 

marked variation in the Bayesian estimate of between-study variance when the number of studies is 

small.
44

 Bayesian random models properly account for the uncertainty in the estimate of between-

study variance. 

We support the use of Bayesian methods with vague priors in CERs, if the investigators 

choose Bayesian methods. The statistical packages such as WinBUGS provide the flexibility of 

fitting a wide range of Bayesian models.
45

 The basic principle to guide the choice between a random 

effects and a fixed effect model is the same as that for the above non-Bayesian methods, though the 

Bayesian method needs more work in programming, simulation and simulation diagnostic.  

Test and Explore Statistical Heterogeneity 
Investigators should assess heterogeneity for each meta-analysis. Visual inspection of forest 

plots and cumulative meta-analysis plots
46

 are useful in the initial assessment of statistical 

heterogeneity. A test for the presence of statistical heterogeneity, for example, Cochran‘s Q test, as 

well as a measure for magnitude of heterogeneity, e.g., the I
2
 statistic,

11,47
 is useful and should be 

reported. Further, interpretation of Q statistic should consider the limitations of the test that it has 

low power when the number of studies is small and could detect unimportant heterogeneity when 

the number of studies is large. A p-value of 0.10 instead of 0.05 could be used to determine 

statistical significance. In addition, the 95 percent CI for I
2
 statistic should also be provided, 

whenever possible, to reflect the uncertainty in the estimate.
48

  

Investigators should explore statistical heterogeneity when present. Presentation and 

discussion of heterogeneity should distinguish between clinical, methodological and statistical 

heterogeneity when appropriate. Subgroup analysis or meta-regression with sensitivity analyses 

should be used to explore heterogeneity. When statistical heterogeneity is attributable to one or two 

―outlier‖ studies, sensitivity analyses could be conducted by excluding these studies. However, a 

clear and defensible rationale should be provided for identifying ―outlier‖ studies. As discussed 

earlier, tests of statistical heterogeneity should not be the only consideration for the decision to 

combine studies or of the choice between a random or fixed effects model.  

 

Subgroup analysis and meta-regression. Meta-regression models describe associations between 

the summary effects and study-level data, that is, it describes only between-study, not between-

patient, variation. Subgroup analysis may be considered as a special case of meta-regression and 

involve comparison of subgroups of studies, for example, by study design, quality rating and other 
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topic-specific factors such as disease severity. Investigators should note the difference between two 

types of study-level factors: (1) factors that apply equally to all patients in a study, e.g., study 

design, quality and definition of outcomes, and (2) study-level summary statistics of individual 

patient-level data, e.g., mean age, percentage of diabetic patients.
49-51

 Meta-regression is most 

useful with the first type of study-level factors. A meta-regression on summarized patient-level 

factors may be subject to ecological fallacy,
51

 a phenomenon in which associations present at the 

study level are not necessarily true at the patient level. Therefore, interpretation of meta-regression 

on summary data should be restricted to the study level.  

We encourage the use of subgroup analysis and meta-regression to explore heterogeneity, to 

investigate the contribution of specific factors to heterogeneity and obtain combined estimates after 

adjusting for study level characteristics, when appropriate. A random effects meta-regression should 

always be used, to allow residual heterogeneity not explained by study level factors. Whenever 

possible, study level factors, including subgroup factors, considered in meta-regressions should be 

prespecified during the planning of the CER and laid out in the key questions, though the actual 

data may be known to some extent when the analyses are being planned for a meta-analysis. 

Variables that are expected to account for clinical or methodological diversity are typically 

included, e.g., differences in populations, or interventions, or variability in the study design. Good 

knowledge of the clinical and biological background of the topic and key questions is important in 

delineating a succinct set of useful and informative variables. Use of permutation test for meta-

regression can help assess the level of statistical significance of an observed meta-regression 

finding.
52

  

When interpreting results, investigators should note that subgroup analyses and meta-

regressions are observational in nature and suffer the limitations of any observational investigation, 

including possible bias through confounding by other study-level characteristics. As a general rule, 

association between effect size and the study-level variables (either pre- or post-specified) should be 

clinically plausible and supported by other external or indirect evidence, if they are to be 

convincing.  

 

Number of studies required for a meta-regression. There is no universally accepted optimal 

minimum number of studies that are required for a meta-regression. The Cochrane handbook
8
 

suggests a minimum of 10 studies for each study-level variable without providing justifications, 

although fewer as six studies have been used in applied meta-regression empirical research.
50

 The 

size of the studies and the distribution of subgroup variables are also important considerations. With 

the understanding that any recommended number has an arbitrary element, we advise a slightly 

different rule of thumb than the Cochrane handbook that when the sizes of the included studies are 

moderate or large, there should be at least 6 to 10 studies for a continuous study level variable; and 

for a (categorical) subgroup variable, each subgroup should have a minimum of 4 studies. These 

numbers serve as the lower bound for number of studies that investigators could start to consider a 

meta-regression. They are not the numbers that are sufficient for significant findings. The greater 

the number of studies, the more likely that clinically meaningful result is to be found. When the 

sizes of the included studies are small, it would take a substantial number of studies to produce 

useful results. When the number of studies is small, investigators should only consider one variable 

each time.  

 

Combining studies of mixed designs. In principle, studies from different randomized trial designs, 

e.g. parallel, cross-over, factorial, or cluster-randomized design, may be combined in a single meta-
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analysis. Investigators should perform a comprehensive evaluation of clinical and methodological 

diversity and statistical heterogeneity to determine whether the trials should actually be combined, 

and consider any important differences between different types of trials. For cross-over trials, 

investigators should first evaluate whether the trial is appropriate for the intervention and medical 

condition in question. The risk of carryover and the adequacy of the washout period should be fully 

evaluated. Estimates accounted for within-individual correlation are best for meta-analysis. 

Similarly for cluster randomized trials, estimates accounted for intra-cluster correlation are best for 

meta-analysis. More discussion on combining studies of mixed randomized trial designs is provided 

in the online appendix.  

In addition to randomized trials, CER also examines observational studies, especially for 

harms, adherence, and persistence.
53

 Trial and observational evidence often agree in their results.
54-

56
 However, discrepancies are not infrequent.

57
 Though there are several examples in the 

literature,
58,59

 synthesis across observational and randomized designs is fraught with theoretical and 

practical concerns and much research is necessary to assess the consistency between clinical trials 

and observational studies and investigate the appropriateness of and develop statistical methods for 

such cross-design synthesis. Currently, we recommend against combining clinical trials and 

observational studies in the same meta-analysis. 

Sensitivity Analyses 
Completing a CER is a structured process. Investigators make decisions and assumptions in 

the process of conducting the review and meta-analysis; each of these decisions and assumptions 

may affect the main findings. Sensitivity analysis should always be conducted in a meta-analysis to 

investigate the robustness of the results in relation to these decisions and assumptions.
60

 Results are 

robust if decisions and assumptions only lead to small changes in the estimates and do not affect the 

conclusions. Robust estimates provide more confidence in the findings in the review. When the 

results are not robust, investigators should employ alternative considerations. For example, if the 

combined estimate is not robust to quality rating, investigators should report both estimates 

including and excluding studies of lesser quality and focus interpretation on estimates excluding 

studies of lesser quality. Investigators may also exclude studies of lesser quality. 

Investigators should plan sensitivity analysis at the early stage of a CER, including tracking 

decisions and assumptions made along the way. Decisions and assumptions that might be 

considered in the sensitivity analysis include population or study characteristics, study quality and 

methodological diversity, choice of effect measures, assumptions of missing data, and so on. When 

necessary, multiple decisions and assumptions can be considered simultaneously.  

Concluding Remarks 
In this article, we provided our recommendations on important issues in meta-analyses to 

improve transparency and consistency in conducting CERs. The key points and recommendations 

for each covered issue are summarized in Table 2. Compared with the Cochrane Handbook, which 

explains meta-analysis methods in more detail, we focused on selected issues that present particular 

challenges in comparative effectiveness reviews. Overall there is no fundamental inconsistency 

between our recommendations and Cochrane Handbook on covered issues. We adopted the 

categorization of heterogeneity from the Cochrane Handbook, but provided more discussion of 

considerations for the decision to combine studies. For the choice of effect measures and statistical 

models, we favored RD and RR for binary outcome, and explicitly recommended random effects 

model except for rare binary outcome. Our recommendations and those of the Cochrane Handbook 
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follow similar principles to test and explore heterogeneity though we proposed a slightly different 

rule on the number of studies adequate for meta-regression and distinguished between continuous 

vs. subgroup study level covariates.  

 

Table 2. Summary of key points and recommendations for quantitative synthesis in Comparative 
Effectiveness Reviews 

Decision to combine studies  

1. The decision to combine studies should depend on whether a meaningful answer to a well formulated 
research question can be obtained. 

2. Investigators should make decisions of combining studies based on thorough investigations of clinical and 
methodological diversity as well as variation in effect size. 

3. Statistical tests of heterogeneity are helpful, but investigators should not make a decision on combining 
studies based only on tests of heterogeneity. 

4. When there is a large amount of clinical and methodological diversity along with high statistical 
heterogeneity such that any combined estimate is potentially misleading, the investigators should not 
combine the studies. 

5. Combining clinically or methodologically diverse studies may make sense if there is no real difference 
among effect sizes, particularly when the power to detect variation is large. 

6. Reasons to combine or to not combine studies and steps taken to reach the decision should be fully 
explained. 

7. The purpose of a meta-analysis should be explicitly stated in the methods section of the CER. 

Indirect comparison  

1. In the absence of sufficient direct head-to-head evidence and presence of sufficient indirect evidence, 
indirect comparisons can be considered as an additional analytic tool.  

2. The unadjusted (naïve) indirect comparison method is not recommended in any case.  

3. A qualitative indirect comparison may be useful to judge comparable effectiveness when there is a large 
degree of overlap in confidence intervals, but we recommend formal testing when significant difference is 
suspected. 

4. Validity of the adjusted indirect comparison methods depends on the consistency of treatment effects 
across studies, and the appropriateness of an indirect comparison needs to be assessed on a case-by-
case basis.  

5. Adjusted indirect comparison methods, such as Bucher’s method or mixed treatment comparison, should 
be used for indirect comparison.  

6. Investigators should conduct sensitivity analysis to check the assumptions of the indirect comparison. If the 
results are not robust to the assumptions, findings from indirect comparisons should be considered as 
inconclusive. 

7. Investigators should make efforts to explain the differences between direct and indirect evidence based 
upon study characteristics.  
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Table 2. Summary of key points and recommendations for quantitative synthesis in Comparative 
Effectiveness Reviews (continued) 

Choice of effect measure 

1. For dichotomous outcomes, RD is a preferred measure whenever appropriate. Otherwise, RR is preferred 
over OR.  

2. A relative measure (RR or OR) instead of RD should be used when the events are rare.  

3. When using a relative measure, risk differences and NNT/NNH should be calculated using the combined 
estimates at typical proportions of event in the control group. Calculation of NNT/NNH when using RD is 
also encouraged.  

4. Calculation of NNT/NNH should include both point estimate and confidence interval.  

5. Proportion of events from each intervention group should be reported in addition to the effect measure.  

6. For continuous outcomes, mean difference should be used if results are reported using the same or similar 
scales and standardized mean difference should be used when results are reported in different scales. 

7. For standardized mean difference, Hedge’s unbiased estimator should be used whenever possible. 

Otherwise, Hedge’s g is generally preferred over Cohen’s d or Glass’s . 

8. Rate ratio should be used for count data and hazard ratios for time-to-event data. 

Choice of model 

1. A random effects model is recommended since clinical and methodological diversity are inevitable among 
included studies.  

2. A fixed effects model is recommended for rare binary events, and the choice of a fixed effects model 
depends on the event rate, effect size, and the balance of intervention groups. 

3. For rare binary events: 

3.1. Studies with zero events in one arm should be included in the analyses. 

3.2. When event rates < 1%, the Peto OR method is recommended when no substantial imbalance exists 
between treatment and control group sizes within trials and treatment effects are not exceptionally 
large. In other situations, the Mantel-Haenszel method or a fixed effects logistic regression provides 
better combined estimates and are recommended.  

3.3. For the Mantel-Haenszel method, a correction factor of 0.5 is not recommended but using no 
correction factor or alternative correction factors could be considered, and investigated in sensitivity 
analyses when necessary.  

3.4. Studies with zero events in both arms should be excluded from the analyses but should be 
summarized qualitatively. 

4. Use of Bayesian methods with vague priors in CERs is supported, if the investigators choose Bayesian 
methods. 
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Table 2. Summary of key points and recommendations for quantitative synthesis in Comparative 
Effectiveness Reviews (continued) 

Test and explore heterogeneity 

1. Visual inspection of forest plots and cumulative meta-analysis plots are useful in the initial assessment of 
heterogeneity. 

2. Heterogeneity should be assessed for each meta-analysis and both measures of the statistical significance 
and magnitude of heterogeneity should be reported. 

3. Interpretation of statistical significance (for Q statistics) should consider the limitations of the test and the 
95% CI for the estimate of magnitude of heterogeneity should be provided, whenever possible. 

4. Presentation and discussion of heterogeneity should distinguish between clinical diversity, methodological 
diversity, and statistical heterogeneity when appropriate.  

5. Heterogeneity should be explored using subgroup analysis or meta-regression or sensitivity analyses. 

6. When heterogeneity is caused by one or two “outlier” studies, sensitivity analyses are recommended by 
excluding such studies.  

7. Meta-regression (including subgroup analyses) is encouraged to explore heterogeneity. 

8. Pre-specified meta-regression based on the key questions should be used to explore heterogeneity as 
much as possible.  

9. A random effects meta-regression should be used. 

10. Meta-regression is observational in nature, and if the results of meta-regression are to be considered valid, 
they should be clinically plausible and supported by other external or indirect evidence. 

Combining studies of mixed designs 

1. If cross-over trials are appropriate for the intervention and medical condition in question, and there are no 
systematic differences between the two types of design, cross-over designs can be combined with parallel trials. 

2. Meta-analysis of cross-over trials should use estimates from within-individual comparisons whenever available.  

3. If cluster-randomization trials are appropriate for the intervention and medical condition in question, and there 
are no systematic differences between the different types of design, cluster-randomization trials can be 
combined with individual-randomized trials. 

4. When available, effect measures from an analysis that appropriately accounts for the cluster design should be 
used for meta-analysis. 

5. Clinical trials and observational studies should not be combined. 

Sensitivity analyses 

1. A CER with a meta-analysis should always include sensitivity analyses to examine the robustness of the 
combined estimates in relation to decisions and assumptions made in the process of review.  

2. Planning of sensitivity analysis should start at the early stage of a CER, and investigators should keep track of 
key decisions and assumptions. 

3. When necessary, multiple decisions and assumptions may be considered at the same time. 

 

This article does not address every major issue relevant to meta-analyses. Other interesting 

topics, such as meta-analysis of individual patient data, meta-analysis of diagnostic tests, assessing 

bias including publication bias, as well as more specific issues such as how to handle different 

comparators, composite outcomes or selective reporting will be considered in future versions of the 

EPC methods guide for CER. Meta-analysis methods for observational studies including combining 

observational studies, assessing bias for observational studies, incorporation of both clinical trials 

and observational studies, and even indirect comparison of observational studies will also be topics 

for both future version of guidelines and future research. As in most research areas, quantitative 

synthesis is a dynamic area with a lot of active research going on. Correspondingly, development of 
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guidelines is an evolving process and we will update and improve recommendations with the 

accumulation of new research and improved methods to advance the goal for transparency and 

consistency.  
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