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Key Messages 
Purpose of Project  
Identify and test interactive methods to make the large amount of data in an Evidence-based 
Practice Center (EPC) systematic review more accessible for decision makers at Oregon Health 
& Science University. 
 
Key Messages 

• We identified two functionalities existing software could address:  
o Ability to drill down from summaries to increasing levels of detail. 
o Ability to slice and dice the data into subgroups corresponding to specific interests. 

• To use such tools, the EPCs will need staff with informatics skills, and the Agency for 
Healthcare Research and Quality will need to verify Web strategies for public access. 

• Alternate formats may improve utility of EPC report data to guideline committees in 
learning health systems. 

• The recommended pilot extension could confirm usefulness of prototypes and resources 
needed. 
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Preface 
The Agency for Healthcare Research and Quality (AHRQ), through its Evidence-based 

Practice Centers (EPCs), sponsors the development of evidence reports and technology 
assessments to assist public- and private-sector organizations in their efforts to improve the 
quality of healthcare in the United States. The reports and assessments provide organizations 
with comprehensive, science-based information on common, costly medical conditions and new 
healthcare technologies and strategies. The EPCs systematically review the relevant scientific 
literature on topics assigned to them by AHRQ and conduct additional analyses when 
appropriate prior to developing their reports and assessments. 

To improve the scientific rigor of these evidence reports, AHRQ supports empiric research 
by the EPCs to help understand or improve complex methodologic issues in systematic reviews. 
These methods research projects are intended to contribute to the research base in and be used to 
improve the science of systematic reviews. They are not intended to be guidance to the EPC 
program, although may be considered by EPCs along with other scientific research when 
determining EPC program methods guidance.  

AHRQ expects that the EPC evidence reports and technology assessments will inform 
individual health plans, providers, and purchasers as well as the healthcare system as a whole by 
providing important information to help improve healthcare quality.  The reports undergo peer 
review prior to their release as a final report.  

If you have comments on this Methods Research Project they may be sent by mail to the 
Task Order Officer named below at: Agency for Healthcare Research and Quality, 5600 Fishers 
Lane, Rockville, MD 20857, or by email to epc@ahrq.hhs.gov. 
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Improving Access to and Usability of Systematic 
Review Data for Health Systems Guidelines 
Development 
Structured Abstract 
Objectives. Evidence presented in systematic reviews informs the development of healthcare 
practice, guidelines, and policy. The inherent complexity and quantity of data in systemic 
reviews may impede understanding and use in decision processes, but little evidence exists on 
transforming large volumes of these data into accessible formats for end users. The objectives of 
this Evidence-based Practice Center (EPC) pilot project were (1) to identify the information 
needs of health systems guideline/protocol developers; (2) to assess existing, off-the-shelf 
software or Web platforms that would allow creation of interactive presentations of systematic 
review data in formats that would address the identified needs, and (3) to test the ability of 
selected software/platforms to make the large amount of data included in a recent systematic 
review of chronic pain management more accessible for decision makers at Oregon Health & 
Science University. 
 
Methods. To develop and test alternative formats for dissemination, we assessed stakeholder 
needs through qualitative interviews with a department director and four health system content 
experts. We reviewed interview notes and identified the key themes in team discussion, and 
arrived at consensus. We then conducted a literature search regarding core functionalities desired 
in evidence summaries and systematic reviews, as described by the content experts. Next, we 
compared recommendations from the content experts and the literature search to several existing 
software tools in order to select two tools for the pilot test. We imported data from a recent 
systematic review on chronic pain into the selected tools to mock up example outputs. Finally, 
we solicited reactions from the department director and six health system content experts (four of 
whom were interviewed initially) on the mocked-up report examples in terms of accessibility and 
utility, and we based recommendations for next steps on these assessments and our experience.  
 
Results. The key theme that emerged from the initial interviews with content experts was the 
need for two core functionalities: the ability to drill down from a general overview to specific 
more information and the ability to select subsets of evidence from a larger review. We identified 
two tools that provided these functions and that met our other criteria: MAGICapp is a platform 
for evidence summaries; Tableau is a data management and visualization tool. MAGICapp 
required less time and skill to mock up, as the data were entered manually into the Web-based 
platform, while Tableau required more time and a staff member with knowledge of informatics 
such as the ability to set up the relational databases for the dashboard. MAGICapp parameters 
required the data output to follow the structure of the pain review and allowed users to drill down 
to granular detail; Tableau allowed users to explore evidence without adhering to the 
organization of the review, but could not provide the granularity found in MAGICapp. Neither of 
the two tools we tested were able to fulfill both core functionalities, drilling down to specific 
study data and reviewing subsets of evidence outside the confines of the organization of the pain 
review. The second round of health system content expert interviews provided positive feedback 
on the products, aesthetically as well as for their potential functionality. Respondents perceived 
Tableau as ideal for content experts reviewing data, as the functionality allows users to query the 
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data in multiple ways. Respondents perceived MAGICapp as the better choice for 
multidisciplinary groups or decision makers less familiar with the data, given the tool’s 
organized structure and capacity for explanatory text.  

The two key themes from the second-round interviews and our evaluation were (1) the need 
for the learning health system administrators to consider the level of expertise of the end users, 
as those with more or less familiarity with a set of data may require the granularity of 
MAGICapp or the freedom of Tableau and (2) the need for EPCs to test one or both prototype in 
an actual review from the beginning in order to accurately estimate what additional staff time 
and expertise is needed to prepare, import, and manage data beyond the traditional EPC report 
formats.  
 
Conclusions. The results of this “proof-of-concept” prototype development demonstrate that 
existing tools could be used to make large systematic reviews more accessible and usable. 
However, an individual tool may not have the capacity to provide all desired functionalities, and 
each tool has differing requirements for time, data management, and staff expertise. To better 
understand the actual time required, the data storage needs, implications for EPCs and learning 
health systems, and issues related to Section 508 accessibility standards and government data 
rights, we recommend a follow-on pilot be conducted to allow systematic review teams to test 
these tools as integrated components of one or a small number of future reviews. This follow-on 
research would provide realistic data on the resources needed to generate systematic reviews in 
alternative formats and allow further assessment of whether these formats can increase uptake of 
EPC reports within learning health systems. 
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Introduction 
Background 

The translation of research into clinical practice, guidelines, and policies is critical to efforts 
of learning health systems to improve the quality of patient care. Groups and individuals in 
learning health systems make decisions based on many factors, including but not limited to 
research evidence. When research evidence is uncertain, perceived as complex, or difficult to use 
it is less likely to be incorporated to support local policy and practice needs.  

Systematic reviews provide a large volume of data that can be used by decision makers in 
these health systems; however, the complexity of the data and current standards for reporting and 
formatting reviews often results in long text documents with numerous tables and figures and 
extensive appendices. These dense, static data presentations may be difficult to distill into 
relevant, useful information for specific users, which can hinder uptake and implementation of 
evidence-based healthcare.1-9 By creating tools that allow users to interact with the data, with the 
potential to provide the level of detail desired or allow formulation of unanticipated questions, 
systematic review information may be made more accessible to users working to improve quality 
of care. However, literature evaluating the use of novel data visualization approaches and 
formats to facilitate uptake of reviews by stakeholders is sparse.10-14 AHRQ,6 the Cochrane 
Collaboration,5, 15 and others have called for experimentation and research on optimizing 
communication and dissemination tools as one approach to improving evidence-based decision 
making among learning health system stakeholders.  

AHRQ’s Evidence-based Practice Centers (EPCs) conduct systematic reviews for use by 
groups including professional organizations, healthcare organizations, and federal agencies to 
inform clinical practice, guidelines, policy, and research priorities. The substantial quantity of 
data in these reports may hinder how and when the evidence is used; to date, few research 
studies, evaluations, or reviews exist on tools to capture and present the wealth of evidence in an 
accessible way for a range of end users. AHRQ engaged EPCs in developing and testing 
dissemination approaches and products using data from existing EPC reports. By repackaging 
EPC review findings in a new formats, our ultimate goal is to enhance uptake of review findings 
to inform guideline and policy work in learning healthcare systems. 

Rationale 
In 2016, AHRQ engaged the Pacific Northwest EPC to develop a comparative effectiveness 

review on Noninvasive Nonpharmacological Treatments for Chronic Pain.16 The report focused 
on five of the most common types of chronic musculoskeletal pain: low back pain, neck pain, 
osteoarthritis, fibromyalgia, and tension headache. The timing of the chronic pain report 
coincided with ongoing work at Oregon Health & Science University (OHSU) to develop 
guidelines on opioid prescribing; disseminating the evidence on noninvasive 
nonpharmacological treatments from our report to OHSU stakeholders would facilitate related 
guideline development. Consequently, we selected the chronic pain report as our model to 
develop and test presentation and dissemination tools.  

Objective 
Our objective was to identify and test interactive methods to make the large amount of data 

included in the chronic pain report more accessible for decision makers at OHSU, without 
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distorting the information, losing clinically meaningful information, or requiring excessively 
large amounts of staff time. As OHSU is an academic center, clinicians have educational and 
leadership responsibilities beyond the typical provider role, so they are a relevant type of health 
system leaders. Providers participate both in identifying the system’s needs for guidelines and 
protocols and in developing and implementing evidence-based practice tools. Specifically, we 
envisioned developing an application to present complex information from our chronic pain 
report in a readily usable format, with the ability to drill down to specific topics as well as 
identify slices of data that correspond to more narrow areas of interest. While the findings may 
be of interest to other users of AHRQ systematic reviews, our focus in this pilot project was to 
create a dissemination product to inform ongoing work by OHSU clinicians who are developing 
pain management guidelines. 
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Methods 

Health System and Representative 
We engaged the Oregon Health & Science University (OHSU) health system in Portland, 

Oregon. Our primary health system partner was Elizabeth Crabtree, Ph.D., M.P.H., the OHSU 
Director of Clinical Integration and Evidence-based Practice, OHSU Healthcare. Dr. Crabtree 
provided health system leadership in the areas of strategic planning, strategy execution, and 
implementation of clinical integration of evidence-based policy and practice. She provided an 
email confirming her willingness to participate in this methods project (Appendix A), and she 
served as a member of the core Evidence-based Practice Center (EPC) team to plan the 
dissemination product and facilitate testing and evaluation 

Other members of the project team were Annette Totten, Ph.D., an EPC investigator who has 
incorporated alternate formats and innovative graphics in multiple reports for AHRQ projects she 
has led; Connor Smith, B.S., Informatics Research Associate; Kenneth Dunham, B.A., Clinical 
Informatics Graduate Student, Rebecca Jungbauer, Dr.P.H., EPC Research Associate, and Elaine 
Graham, M.L.S., EPC Program Manager.  

Process  
To develop and test our dissemination product, we assessed stakeholder needs and reviewed 

literature regarding dissemination of systematic reviews; identified the core functionalities 
desired in a dissemination product; evaluated existing software on its ability to provide that 
functionality; mocked up select data from the EPC chronic pain report using off-the-shelf 
software; and obtained feedback from our health system partner and guideline panel members, as 
well as other EPC investigators and staff. 

Needs Assessment 
To assess the unmet needs of stakeholders using evidence for guideline development, we 

conducted short (15- to 30-minute) qualitative interviews with four content experts at OHSU (see 
Appendix B for the questionnaire, interview summaries, and respondent roles at OHSU). These 
experts had previously participated on panels responsible for developing guidelines for our 
health system regarding colorectal cancer screening, cystic fibrosis, and supplemental feeding in 
neonates. We elicited feedback on sources and presentation of evidence used in guideline 
development, including EPC reports, as well as suggestions to facilitate ease of use and uptake of 
information in the future. To analyze the qualitative interviews, we met as a team to discuss 
emergent themes across all four interviews, and arrived at a consensus as to the key takeaways. 

Next, to identify any evidence to date on dissemination of clinical information, we conducted 
a literature search using PubMed for peer-reviewed articles published between 2002 and 2017. 
Articles were selected if they addressed types and formats of evidence synthesis products used 
by health systems decision makers and tools for considering or promoting use of systematic 
review evidence in decision making. The 31 retrieved articles1, 2, 4, 5, 7-9, 11-13, 17-37 predominantly 
focused on implementation of disseminated data, rather than interaction with and presentation 
and use of clinical data in systematic reviews. We repeated the search in July 2018 using 
combination of index terms from the retrieved articles and reviews to identify new or updated 
research in MEDLINE®, Google Scholar, and Scopus®.10, 38-43  
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Selected Data  
We used data included in Key Question 1 of the chronic pain report16 for the mockup report 

examples. Key Question 1 reflected the barriers to review data uptake mentioned in the 
introduction, including a large volume of complex data, dense static tables, and a rigid structure 
as defined by the systematic review approach. For example, in Key Question 1 alone, data were 
extracted from 68 studies reported in 74 articles on 8 interventions and 2 primary outcomes split 
into 3 timepoints. This was reported in 79 pages, and there were 12 tables and 21 figures.  

Evaluation of Examples 
Interviews and presentations were conducted with six key stakeholders using the mocked-up 

example outputs with the chronic pain report data to elicit feedback and provide direction for 
future changes. We included four content experts from the initial round of stakeholder 
interviews, as well as two stakeholders working in the university’s clinical integration office (see 
Appendix B). As with the initial interviews, we met as a team to discuss feedback and came to a 
consensus on the key themes arising in the evaluations.  
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Results 
Identification of Core Functionalities 

In the initial stakeholder interviews, the four health system content experts noted they had 
used evidence summaries alongside other sources of information for guideline development, but 
the data were presented in static tables and figures in handouts and on PowerPoint® slides. 
Experts also cited the volume of data in tables as a barrier, as well as the perception that the data 
were not always tailored to the population or setting that was the target for the guidelines. 

The key theme that emerged from these interviews was the need for data formatted in a way 
that allowed “drill down” and “slice and dice” approaches, which could potentially address the 
need for more accessible and interactive data. In the “drill down” approach, users could move 
vertically through layers of information from general, overall assessments of the evidence on a 
topic to more detailed information as needed (Figure 1a). In the “slice and dice” approach, users 
could move vertically and horizontally through data, grouping information by variables of 
interest (e.g., populations, interventions, or outcomes) in ways that might differ from those 
presented in the report (Figure 1b). 

Figure 1. Visualization of core functionalities 

Software Selection 
Based on feedback from health system content experts and findings from the literature 

review on current trends in information analytics, we identified inclusion and exclusion criteria 
for selection and evaluation of software tools: intuitiveness, level of complexity, sustainability, 
and ability to be disseminated. Tools would need to be relatively intuitive and not require a 
significant amount of training in order to be used. This inherently excluded any tool that was not 
“off the shelf” and would require significant development time and expertise, particularly 
computer programming. Tools would also need to be sustainable for the foreseeable future, both 
at the software development level and at the individual application maintenance level. Lastly, 
tools would need to result in a product that could be easily disseminated and made freely and 
publicly available to a general audience similar to how all AHRQ reports are disseminated (i.e., 
either free or with fee-based licensing by the application developer for public access) We did not 
include Section 508 accessibility as a selection criterion, as Web accessibility is not inherent in 
the software tools themselves, but is achieved by design and implementation of an application on 
a specific website (https://www.w3.org/WAI/standards-guidelines/wcag/). 

https://www.w3.org/WAI/standards-guidelines/wcag/
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For this “proof-of-concept” prototype development we did not investigate rights in data 
(intellectual property) issues related to the various software platforms or the implications for 
release, use, and copyright of data collected and analyses performed under AHRQ contracts with 
EPCs. (None of the vendors we considered makes obvious claims that customer data belongs to 
them, as is the case for some vendors of cloud storage, for example.) We cannot speak to other 
broad issues, such as whether software and/or developed applications related to EPC reviews 
would be better mounted on a government server (or if linking to an external server would be 
appropriate) or related issues of reliability, availability, and serviceability. 

Several companies currently offer information management and visualization software; 
commercially available products both reduce the time needed to develop and test a dissemination 
product and expand the potential for use across multiple systems. In addition to the criteria 
described above, we limited our selection to software with strong technical support; flexibility in 
data manipulation and visual presentation; and prior use in academic and research applications to 
ensure adequate relevance and privacy protections (Table 1). 

We selected MAGICapp and Tableau® to move forward into development and testing, as 
they best met our criteria. MAGICapp is a collaborative, Web-based content management system 
focused on authoring and publication via electronic platforms. Tableau is a cloud-based analytics 
platform that interfaces with Microsoft Excel®, allowing for visualization of large data sets. In 
addition, Tableau assures developers they can use Tableau to build data views that conform to 
the Web Content Accessibility guidelines (WCAG 2.0 AA). This includes building views that 
are accessible to users who use screen readers, braille keyboards, keyboard-only navigation, and 
so on (https://onlinehelp.tableau.com/current/pro/desktop/en-us/accessibility_overview.html).  

In terms of relevance to learning health systems, MAGICapp has partnered with the British 
Medical Journal and the governments of several countries to disseminate evidence summaries, 
recommendations, and guidelines. Tableau is used by many health systems to monitor and 
improve patient care and clinical efficiencies through the creation of dashboards that facilitate 
customizing data to information and quality improvement needs. 

Other software such as VizSweet and StatPlanet were considered for their flexibility and 
interactive, visual presentations of data across multiple levels. However, we were unable to reach 
the development team or parent company for VizSweet after repeated attempts and therefore 
excluded the software from further consideration. StatPlanet, while a strong candidate, was 
excluded as it is based on Abode Flash; Flash will not be updated or supported beginning in 2018 
and will be phased out by 2020, rendering this application unsustainable in the long term. 

https://onlinehelp.tableau.com/current/pro/desktop/en-us/accessibility_overview.html
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Table 1. Software application: example candidates and assessments 
Software Benefits Limitations Recommendation 

MAGICapp 
(MAGIC), 
https://www.
magicapp.org 

• Technical support 
• Allows drill down  
• Uses fields, terms and 

tools common in 
systematic reviews 

• Follows popular 
GRADE methodology  

• Evidence summaries 
can be linked to 
guidelines and 
decision aids.  

• Requires fitting data 
into software as a 
guideline or evidence 
summary, which have 
different display 
features  

• Interventions must be 
entered separately, 
rather than taken from a 
summary table or figure 

• Limitations on the types 
of data that can be 
entered (e.g., negative 
values are currently not 
supported) 

Move forward with data 
mockup and evaluation 
with OHSU content 
experts 

StatPlanet 
(StatSilk) 

• Technical support 
• Visualization in drill 

down and slice and 
dice 

• Used by academic 
and health 
organizations, 
including universities 
and the World Health 
Organization 

• Currently based on 
Flash format, which 
Adobe is phasing out by 
2020, requiring eventual 
conversion of products 
into new format 

• Data are managed in 
Excel with macros, 
which increases 
potential for errors and 
security risks 

Recommend against 
selection for this project 

Tableau® 
(Tableau 
Software), 
https://www. 
tableau.com/ 

• Technical support 
• Visualization in drill 

down and slice and 
dice  

• Features academic 
and healthcare-
focused analytics 

• As with MAGICapp, 
data must be entered 
separately, in this case 
into Excel sheets 

Move forward with data 
mockup and evaluation 
with OHSU content 
experts 

VIZsweet 
(Information 
is Beautiful) 

• Visualization in drill 
down and slice and 
dice 

• Currently not available 
for commercial use  

• No response from 
development team or 
company despite 
multiple attempts to 
contact them 

Recommend against 
selection for this project 

Development and Testing of the Dissemination Product 
As noted above, we used select data from the chronic pain report16 to build the examples. 

Screenshots of the development process are in Appendix C, Figures C1 to C20, while 
screenshots of the final products tested are shown in Figures C21-22 in the same appendix.  

Dissemination Product 1: MAGICapp 
The process of creating a new evidence summary is described in detail on the MAGICapp 

Knowledge Base page (http://help.magicapp.org/knowledgebase), and captured via screen shots 
in Figures C1-C10 in Appendix C. Briefly, we created sections that mirrored the report 
organization and manually entered report text and data into the appropriate fields on the site. 
MAGICapp provides a standard template for all users with pre-selected data fields, including 
section text, population, intervention, outcomes, and comparators. Within the data elements, 

https://www.magicapp.org/
https://www.magicapp.org/
https://www.tableau.com/
https://www.tableau.com/
http://help.magicapp.org/knowledgebase
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there are additional options for study results and timeframes, study measurements, effect 
estimates, quality of evidence, references, and plain text summaries. As all EPC reports contain 
this information, this predetermined format can be scaled up for use by other EPCs. In addition, 
we manually entered references and figures from the report. MAGICapp does have autofill 
capability for data and references, but this requires the use of Cochrane’s RevMan5 data 
management and reference software. The Pacific Northwest EPC uses EndNote®, which was not 
compatible with the MAGICapp application programming interface at the time we were 
developing the prototype. As we were inputting data from a static report into the platform, the 
bulk of the time in developing the dissemination product was spent in manually transferring data 
from the report to the Web data entry interface. The volume of text and data differed across key 
questions, and the chronic pain report data were not formatted in a way that would facilitate 
seamless transfer to a different file or format.  

With these caveats in mind, the time to add section text, data, strength of evidence indicators, 
and references for a single intervention within a key question varies depending on whether 
information can be imported directly, as is possible if the systematic review was created using 
RevMan, the product created by Cochrane, or if data had to be re-entered. For example, to 
manually enter data that was not prepared for importation into the tool, it took one staff member 
one full work day to extract, upload, and quality check all data for two interventions. In terms of 
cost, MAGICapp provides free trials for organizations; for those wishing to use the service 
beyond the initial trial, MAGICapp has a subscription-pricing model that varies by organization 
size and for-profit status. MAGICapp adjusts the price based on individual organization income 
and volume, and therefore we are unable to provide any estimates at this time. Once an evidence 
summary or guideline is completed in MAGICapp, it is available via that website without cost or 
login requirements.  

Dissemination Product 2: Tableau® 
The process of creating a workbook and dashboard in Tableau is described in tutorials on the 

Tableau site (https://www.tableau.com/support) and captured via screen shots in Figures C11-
C20 in Appendix C. Briefly, the Microsoft Excel workbook was organized in a relational 
database format, which best aligns with Tableau’s data structure and reduces duplicate data 
entry. We created three sheets: condition, study, and outcome. The condition sheet included all 
conditions listed in the report; each row corresponded to a condition, while columns included 
data for each condition. The study sheet included all studies referenced in report; each row 
corresponded to a single study, while columns included data for each study. Information 
included PubMed ID, study headline, intervention category, reference number in the original 
report, first author and year, quality rating, followup term, and full citation. Finally, the outcomes 
sheet included all outcomes listed in the report, separated by type of pain (condition), type of 
intervention, effect (pain versus function), and term of effect (short, intermediate, or long). Each 
row corresponded to a single, separate outcome; columns corresponded to data on that single 
outcome, as well as links to the condition and study related to that outcome. Once a workbook is 
created, researchers are able to share the template with other EPCs, allowing for scalability 
across centers. However, any changes to the design of the workbook would require additional 
data manipulation by a staff member with knowledge of informatics or familiarity with the 
program. 

The dashboard, or a collection of Excel sheets, was created in Tableau using Tableau 
Desktop, as part of a Tableau Creator license. A yearlong, single desktop license was purchased 

https://www.tableau.com/support
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for $600. Pricing for Tableau Creator varies based on individual and institutional needs 
(https://www.tableau.com/pricing/). Using the Excel workbook, we first created the summary 
sheet for the dashboard, which includes the pooled data across multiple studies. The visualization 
was modeled after a forest plot, which are frequently used in systematic reviews to present the 
quantitative synthesis of evidence. This was done by combining a Gantt-chart-styled bar chart 
with a scatter plot along a horizontal axis. Each row, separated vertically, indicated a separate 
record, in this case an outcome. Outcomes were pooled in a hierarchical order: condition, 
intervention, comparison, effect, and term of effect. This resulted in a unique record/row for each 
combination of these elements in the report. We created a pop-up window with detailed text to 
provide more information for users. This process was then repeated for the individual studies 
sheet, where no pooling was involved. From this process, we had a record for each outcome from 
each individual study, where a one-to-many relationship exists between studies and the pooled 
outcome estimates. Similar to the pooled data, we created a pop-up window for each study to 
provide further information, including a link to the individual study’s PubMed entry. These 
summary sheets for pooled and unpooled data were combined into a dashboard. Filters for the 
five levels of factors were added, along with legends for intervention information and sample 
size. Finally, the Summary section of the dashboard was designed to filter the data in the Studies 
section, allowing the user to view all individual studies/outcomes associated with a pooled 
outcome estimate. The design of the dashboard allowed users to see the results across many 
combinations at once, resulting in the desired ability to “slice and dice” the data into desired 
pieces.  

The dashboard was created with the intention of being viewed on a 1920 x 1080 monitor. 
The visualization will automatically adjust for different sized monitors, but some details may be 
obscured. Tableau has built in the ability to set specific views for different sized monitors, 
including mobile displays. This would allow the report to be optimized on almost any device that 
could view it, though this was not done during this project. In terms of time, it took one staff 
member with informatics expertise approximately one day’s worth of online training and data 
cleaning to properly learn the product and develop the first iteration of a worksheet. Future 
iterations were developed in less than a day. 

Final Product Summary 
We incorporated data from the chronic pain report into MAGICapp and the Tableau 

workbook. Specifically, we abstracted data relating to select interventions for chronic low back 
pain and neck pain from Appendix G of the chronic pain report, in which the strength of 
evidence tables were presented, and the related forest plots from the main report text. 
Screenshots of the final pilot products are included in Appendix C; the final products can be 
accessed online at https://app.magicapp.org/app#/evidence-summary/150 for MAGICapp and 
https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-
PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain for Tableau. 

Overall, the pilot project took an estimated 300 hours of staff resources, including the 
background research, evaluating different tools, pre- and post-implementation interviews, and 
presentations, as well as the time to create the prototypes. This estimate includes project 
management (90 hours); project setup and evaluation by the core investigator (40 hours), 
including discussions with MAGICapp and Tableau support teams; data preparation, entry, and 
review by one EPC staff member and two student workers (150 hours), including learning how 

https://app.magicapp.org/app#/evidence-summary/150
https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain
https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain
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to set up the relational database for Tableau and troubleshooting any issues in product 
development; and testing and evaluating the dissemination products (20 hours). 

More accurate estimates of the actual time required to create these tools as part of a 
systematic review are needed in order to assess their potential. This could be evaluated in a 
future pilot test that focuses on the creation and use of one or both approaches as part of the 
systematic review process. 

Evaluation Results 
As described in the Methods section, we conducted six short interviews with content experts, 

including Dr. Crabtree, the original health systems representative (Appendix B). During this 
time, Dr. Crabtree left OHSU and encouraged us to contact her replacement, Stephanie 
Halvorson (one of the original panel participants interviewed). Dr. Halvorson, in turn, referred us 
to Doan Ha and Marcy Hager, responsible for guideline development and implementation 
through the Office of Clinical Integration and Evidence-based Practice. The other two interviews 
were with Drs. Lieberman and Larson, both clinicians and members of guideline committees at 
OHSU. Finally, we presented the pilot results at the annual AHRQ EPC meeting in May 2018 
and recruited a number of researchers and staff at our EPC to review the results in order to better 
understand the perspectives of those preparing data for use in the platforms. 

To evaluate the developed product and its expected utility among potential end-users 
(decision makers in the OHSU health system), we conducted 30- to 60-minute, face-to-face 
unstructured interviews. During the interviews, Dr. Totten presented the rationale for the project 
and briefly demonstrated how each product worked. We encouraged the respondent to ask 
questions throughout the presentation. In addition, we asked each respondent to describe the 
overall impression of the products and to consider the most appropriate setting or user for each 
product. Both the initial and evaluation interviews were conducted to understand what decision 
makers wanted to see in dissemination products and how it should be formatted; in addition, we 
asked decision makers in the evaluation interviews to make suggestions on how to improve the 
format we developed (see Table 2 for comparisons of the two tools).   

The respondents provided positive feedback on the products, aesthetically as well as for their 
potential functionality. The primary takeaway from our discussions, as reported by the 
respondents, was the need for the learning health system administrators to consider the level of 
expertise of the end users, as those with more or less familiarity with a set of data may require 
the granularity of MAGICapp or the freedom of Tableau. The themes were the use of the tools 
together, using MAGICapp for clinicians with less familiarity of a topic and Tableau for 
clinicians who were experts in their fields, and questions around the amount of time required to 
both set up and use these tools. 

 



11 

Table 2. Evaluation of MAGICapp and Tableau® as dissemination tools 
Software MAGICapp Tableau® 

Benefits  • No back-end work or special expertise 
needed to set up 

• Structure matches organization of EPC 
report, which may be ideal for clinicians 
less familiar with the topic 

• Approachable format with capacity for 
detailed narrative  

• Provides substantial detail on individual 
studies 

• An evidence “ecosystem,” connecting 
evidence summaries with guidelines and 
clinical decision models 

• Collaborates with BMJ, Cochrane, and 
others 

• Published reports are free and publicly 
available, accessible from any location 

• Flexible structure, end users can tailor 
and explore dataset based on their needs 
– allows clinicians to ask questions in 
multiple ways 

• Dashboard updates in real time when 
data are adjusted or added 

• Visual format with capacity for minimal 
text or statistics allows a quick overview 
of data for content experts 

• Designs can be shared or used as 
templates across EPCs  

• Used by learning healthcare systems for 
analytics and real-time monitoring  

• Dashboards are free and publicly 
available, accessible from any location 

• Recommends best practices for building 
data views that conform to the Web 
Content Accessibility guidelines (WCAG 
2.0 AA) 

Limitations • Structure is fixed to reflect analysis done 
in the EPC report 

• Narrative may still be dense, depending 
on report contents 

• Current presentation not as conducive to 
continuous variables as dichotomous 
outcomes  

• Current reference management requires 
some manual editing, does not allow 
exports 

• Uses GRADE methods and criteria, not 
AHRQ 

• Potential for conformance to Web 
Content Accessibility guidelines (WCAG 
2.0 AA) is undetermined; the producer is 
looking into this question 

• Expertise needed for set up 
• Less detail included on individual studies 

in visual displays 
• Difficult to display data that does not fit 

within a conventional format 
• Limited capacity for narrative content 
• The application allows the interfaces and 

displays to be customized, but there are 
limits to the queries that can be run 

Consideration
s for Future 
Use 

• EPCs will have to revise data abstraction 
and analysis formats to allow for smooth 
importation   

• MAGICapp will have to update identified 
issues relevant to evidence summary 
publication    

• AHRQ will need to support EPC 
investment in MAGICapp to add AHRQ 
“strength of evidence” criteria to the 
platform or convert to GRADE criteria 

• EPCs will have to revise data abstraction 
and analysis formats to allow for smooth 
importation   

• EPCs may want to consider including 
separate tabs with guidance on 
interpreting statistical measures, 
population characteristics in the study, 
and strength of evidence ratings 

• Tableau will have to work with EPCs to 
develop effective means of 
communication for unique data formats  

• AHRQ will need to support EPC 
investment in data analysts/research staff 
willing to learn or have experience in 
designing visualizations of data 
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Complementary Tools 
Clinicians and decision makers have varying levels of skill and expertise when reviewing and 

interpreting research evidence. A member of the OHSU Clinical Integration and Evidence-based 
Practice staff noted a benefit to using both MAGICapp and Tableau when presenting data to 
guideline committees: “I don’t know how clinicians will want to see the data, so this would 
allow us to customize. You have to speak to everyone in the audience.” A content expert 
involved in developing colorectal cancer guidelines echoed the benefit of using the two 
complementary products; MAGICapp would allow for a shared foundation of available evidence, 
while Tableau would provide investigators the opportunity to formulate specific questions based 
on their local needs. A Clinical Integration and Evidence-based Practice staff member stated that 
learning styles and familiarity with a topic could influence the choice of dissemination product: 
“I love visuals, so I love Tableau. Tableau is more for content experts, a very quick overview of 
how the data look. But MAGICapp also is useful because it is separated by specific questions, 
and that’s how I might present it to a guideline committee.” 

MAGICapp for Generalists 
Respondents, who were health system users, perceived MAGICapp as ideal in assisting 

multidisciplinary groups develop guidelines, especially as the strength and quality of evidence 
often varies across studies and these differences affect how clinicians interpret data. One content 
expert noted, “I can use this to get a 35,000 foot view of the key questions and recommendations, 
and then it’s relatively easy to drill down.” In particular, the potential connection to 
recommendations in the MAGICapp platform, as well as the link to individual study abstracts, is 
perceived to be useful for clinicians looking for general information. A content expert said, 
“Clinicians want things to be simple. Here is a list of questions, here is a way to expand that, and 
then the link to PubMed. Being able to look at the abstract and decide for yourself if you think 
it’s relevant, to dig deeper if you want, is nice.” Another content expert perceived MAGICapp to 
be useful in general patient care given the structuring the question around a condition first and 
interventions second, as that follows the structure of the report. The absence of a PICOTS table 
was noted by one content expert, although he acknowledged the addition of inclusion and 
exclusion criteria would likely be a preference of content experts and not necessarily expected by 
non-academic clinicians. 

Tableau for Experts 
When presenting to content experts, Drs. Crabtree and Halvorson expressed their preferences 

for Tableau, highlighting the visual graphics across outcomes versus the dense text of the report. 
Dr. Crabtree noted that Tableau could be valuable for other high-level decision makers as well: 
“It would make my job easier and be less painful for the physicians. If you’re a hospital 
administrator and want to know which is better to cover for inpatient services, massage versus 
acupuncture, you can see that versus trying to find it in the report.” A content expert stated that 
the ability to explore comparative data based on local needs and questions is an appealing benefit 
of Tableau, beyond the guideline committee: “I’d want to ask different questions for my patients, 
for example, to know whether I should consider X or Y intervention, and look at the data in 
different ways.” Another content expert said Tableau’s search functionality “makes more sense 
for guideline committees or clinicians; you can ask the question either way.” Finally, one content 
expert perceived Tableau’s visual format to be more useful for guideline committees, as they are 
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often accessing data simultaneously from geographically disparate locations; the visualization 
also may be useful “as a quick way to convince someone of your point” or to facilitate 
interpretation of data rather than referring to text. However, the respondents noted additional 
information in pop-up boxes for the studies would be needed to assist clinicians in interpreting 
statistical measures, highlight specific patient population characteristics that may influence 
outcomes, and account for the strength of evidence rating. 

Required Time Investment 
All respondents inquired about the amount of effort needed to prepare and migrate the review 

data into the platforms, with the consensus among both decision makers and the EPC staff that 
Tableau appeared more complicated than MAGICapp. A member of the Clinical Integration and 
Evidence-based Practice staff suggested that adoption of Tableau requires “someone on the team 
who thinks about how the data are stored, as well as someone who thinks about how the data are 
presented.” However, a content expert noted, “It makes you wonder how information should be 
stored going forward. Tableau seems like the most meaningful way to do it, in a way that allows 
relational exploration.” 

While MAGICapp was less front-end intensive, EPC researchers wondered how to account 
for overlapping studies with multiple interventions in either product, and how to dual-review 
data abstraction if the end product was sliced and diced. Overall, neither dissemination product 
fully supported all of the stated needs of researchers or end users, but in the appropriate context, 
each provided the opportunity for customization and collaboration. 
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Discussion 
Evidence-based Practice Centers (EPCs) conduct large-scale systematic reviews and meta-

analyses, producing a substantial amount of data and information that is disseminated in reports, 
most often via downloads from the AHRQ website of files in Portable Document Format (pdf). 
These are freely available for use by learning healthcare systems and other end users. Accessing 
and using these reports in the development of clinical guidelines and protocols may improve 
patient care and operational efficiency of these systems.44 However, while the reports contain 
useful data to answer clinically and operationally relevant questions for end users, the data are 
not always easily accessible and are not customizable for local or internal needs.38, 45 As the 
report outputs are text-based and static, the onus is on users at all levels to uncover relevant 
conclusions, trends, or questions for further research.13, 46 Accordingly, these reports may not 
meet the needs of decision makers. Without accessible, adaptable “off the shelf” evidence, policy 
and practice—and therefore the quality of patient care—will vary across the country.47-49  

The recent Noninvasive Nonpharmacological Treatments for Chronic Pain systematic review 
illustrates this challenge. The topic is very timely and relevant for many local efforts to develop 
protocols and improve practice. However, the data were presented from 202 trials covering 5 
types of pain, 8 interventions, and 6 potential outcomes in hundreds of pages; the report includes 
62 tables and 52 figures. Making this information more user-friendly seems to be a logical 
approach to increasing its impact. 

Utility and Applicability for Other Health Systems 
The focus of this report was to test dissemination products for use by decision makers at 

Oregon Health & Science University. With resolution of Section 508 accessibility and 
government data rights issues so that future products can be posted on the AHRQ Web site, we 
hope that other health systems also will be able to use them. The developed prototypes may 
facilitate learning health systems’ efforts to provide evidence-based, quality care through 
continuous learning and improvement. Specifically, employing digital formats like MAGICapp 
and visual interfaces like Tableau® may facilitate collection, sharing, and application of evidence 
and patient experiences to inform patient care and clinician decision making. The interactive 
products may allow knowledge to be transferred more quickly from dissemination to 
implementation, and used in the context of local needs and capacity.    

Lessons Learned and Utility for Other EPC Reports 
The pilot project demonstrated that alternative formats were possible and explored the 

advantage of developing report formats that could facilitate broader dissemination using broadly 
available software and platforms (proof-of-concept). These results warrant further exploration 
and resolution of operational issues related to posting of products on the AHRQ Web site to 
advance from proof-of-concept to public use. The overarching advantage of alternative formats 
is that data from a systematic review can be more readily manipulated to locate and display 
information in ways that reflect the needs and constraints of the user where the data will be 
applied.39 The benefits and limitations to each of our two tested approaches, from the perspective 
of our project team, are summarized in Table 2 and discussed below. Awareness of the potential 
to convert currently static systematic review data into interactive Web-based applications could 
help shape the future preparation and presentation of data in EPC reports. 
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Dissemination Product One: MAGICapp 
The utility of MAGICapp is the ability to drill down through several layers of data, from an 

overall evidence summary to individual studies. End users, whether local or national guideline 
committees or a clinician following a guideline, can access and manipulate the level of evidence 
summary from overall, through different key questions, down to the level of individual report 
details.  

A key benefit for EPCs situated within learning health systems is the seamless transition 
from the EPC’s evidence summary to the health system’s GRADE guideline development and 
clinical decision models, all within a single platform; a guideline committee could use the 
evidence summary based on the EPC systematic review and then built the recommendations 
without having to re-enter the evidence details. For researchers in EPCs, the electronic format is 
approachable and intuitive, and the ability to collapse or expand sections of the report allows 
creators and end users to change focus easily. In addition, end users have the ability to move 
from broad summary outcomes to granular detail. Unlike some data visualization tools, 
MAGICapp does not obviate the need for text; EPCs can import written content to provide 
context for, or explanations of, the data. Finally, access to information in MAGICapp is free and 
available for public use, once creators have published their reports.   

There are a number of limitations based on our experience retrofitting a report into 
MAGICapp; some are inherent to the platform itself, others may be resolved by MAGICapp in 
future iterations. The main limitation of this drill down approach is its adherence to the original 
vertical structure of the EPC report. Data are not amenable to analysis outside the structure of the 
questions and evidence organization of the EPC report. Using the chronic pain report16 as an 
example, a clinician can look only at yoga’s effect on short-term function as one intervention 
within the sections on each specific type of pain by flipping back and forth across sections; the 
user cannot view the effect of an intervention such as yoga on function and pain across different 
types of pain, such as chronic neck and back pain on one screen. 

However, MAGICapp is currently addressing some of the set-up issues we noted, as the 
platform is still in development. For example, the data entry and generation absolute effect 
estimates and differences are currently set up for dichotomous variables and specific outcome 
formats (i.e., odds ratios), whereas results in some evidence summaries, such as the chronic pain 
review we used, may have outcomes that are continuous variables and reported as means or 
differences with 95 percent confidence intervals. In addition, the developers set Review 
Manager 5 as the default manager for importing data and references. When using other reference 
management systems such as EndNote® some details, such as article identifiers (i.e., 
identification or accession numbers) are lost and must be manually added. Regardless of the 
system, there currently is no way to code whether imported studies are primary or systematic 
reviews, nor can end users export or share references.  

Finally, MAGICapp was developed based on Grading of Recommendations Assessment, 
Development and Evaluation (GRADE) methodology and criteria, and does not use AHRQ 
definitions to assess evidence quality and strength of evidence. While creators and end users can 
map GRADE’s “certainty in effect estimates” indicators (risk of bias, inconsistency, indirectness, 
imprecision, publication bias, and overall certainty level) to AHRQ’s “strength of evidence” 
criteria (study limitations, consistency, directness, precision, reporting bias, and overall strength 
of evidence), this requires front- and back-end data wrangling and interpretation.  

The applicability of MAGICapp for other learning health systems is high, especially for 
systems that currently integrate evidence dissemination efforts with guideline and protocol 
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development. An advantage of MAGICapp is that it aspires to be part of an “evidence 
ecosystem” in which evidence production, dissemination, and use are linked and the tools used 
for all these activities are compatible. Specifically they have developed or are developing ways 
to link the evidence summaries and recommendations to decision aids for patients and clinical 
decision support for clinicians. For reports that are produced using such a different tool, EPCs 
would need to extract data from existing content, including figures and appendices, if this 
platform was used after a report was completed. For future reports, EPCs could plan their data 
organization and formats to facilitate better translation into these formats.  

Dissemination Product Two: Tableau 
The utility of Tableau is the ability to slice and dice data in ways that are relevant to end 

users, outside of the structure of the report.  
A key benefit for EPCs and learning health systems is the ability to share Tableau designs or 

templates across teams and centers, reducing the initial effort to set up the data—especially for 
learning health systems already using Tableau for analytics or patient monitoring. In addition, 
the structure of data presentation is flexible, allowing end users to tailor datasets to their evolving 
questions and needs. The visual interface provides an alternate format to longer narrative text 
reports, with customized options such as tree diagrams or forest plots that are familiar to 
healthcare providers and researchers. Finally, dashboards, once produced, can be made available 
without cost for public use. The data and report are owned by the creator, not Tableau, and the 
creator decides whether to allow end users to download the data. 

There are a number of limitations based on our experience creating a new dashboard in 
Tableau. A limitation of this slice and dice approach is that the level of detail in terms of the 
number of variables and the amount of explanatory text is not as robust as in MAGICapp or the 
traditional report format. While creators can add information on quality and links to primary 
studies, adding too much text or too many pop-up windows could make the end product difficult 
to use. A general template can be created, but the focus of the dashboard will change based on 
each project’s design. In addition, if the data has not been stored in relational Excel® databases, 
initial setup of the data may require data management and Excel database expertise. Tableau 
relies on an Excel-based/relational data model in order to take full advantage of its potential. 
EPCs may need to modify current data abstraction and storage practices in evidence tables in 
order to import the data correctly without re-entry. For example, data would need to be stored in 
an extractable format, i.e., one datum per field or cell, rather than the current practice of multiple 
data points and text per cell. Finally, the dashboard is intended for viewing full-screen on a 
1080p monitor, which may limit its functionality for those with small screens and without 
sufficient resolution.  

The applicability of Tableau for other learning health systems is high, as is the potential to 
integrate with internal databases or systems already using the product. Tableau is preferred for 
high-dimensional reports, allowing for reporting across categories and comparing effectiveness 
of interventions using customized visualization formats.40-42  

Recommended Next Steps  
To continue to evaluate our prototype tools, their potential utility for systematic review end 

users and their ability to increase the impact of systematic reviews there are several possible next 
steps.  
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First, it would be useful to incorporate planning to use one or both of these tools into a 
systematic review project from the beginning. This could allow for a more realistic assessment of 
the resources, time and expertise needed to produce these alternative formats, as current 
estimates reflect the time needed to extract and retrofit data from completed reviews. This 
experience would allow an informed response to concerns that these formats may be too time-
consuming or onerous to produce. It could also inform the scope of work, timelines, and budgets 
for any projects that wanted to either include these tools as part of their final product, either as a 
supplement to or replacement for parts of the traditional paper/pdf reports. 

Second, issues for further exploration for implementation of data visualization tools include 
Section 508 accessibility standards and government data rights, as well as potential 
interoperability with other systematic review tools, such as the Systematic Review Data 
RepositoryTM. 

Finally, additional feedback would be useful from a wider range of potential users and 
stakeholders. It is possible that the Oregon Health & Science University experts we interviewed 
are not representative of potential users in other health systems. Also, we did not talk to 
systematic review producers, except for a brief presentation to other EPC directors and our own 
staff. It is important to understand and attempt to address any concerns that these formats could 
compromise the accuracy and quality of the report.  
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Conclusions 
Systematic reviews are critical for the dissemination of rigorous evidence that can be used to 

inform decisions made in learning health systems. The format of many systematic review 
reports, including lengthy text, reliance on static data presentations and text, and adherence to 
one specific structure for key questions can negatively affect usability and impact of these 
reports. While tools to improve the quality of systematic reviews have been well documented in 
the literature, there are few studies exploring how novel report formats influence usability and 
uptake of evidence.  

We considered the potential of two existing platforms/software products to improve 
accessibility, flexibility, and use of systematic review data. Each product had the capability to 
allow one, but not both, of our target functionality: drill down and slice and dice. Both provide 
end-users with the ability to customize their experience of the complex data in ways not possible 
within the format and organization of the original report. Our initial experience and evaluation 
suggest that both of these approaches could be used to supplement or augment Evidence-based 
Practice Center reports, and both products were well received by potential end users.  

We recommend future expanded evaluation studies be conducted to assess whether these 
types of dissemination products can increase uptake of EPC reports within learning health 
systems. Specifically, given that neither tool provides both “drill down” and “slice and dice” 
alone, we recommend that the tools be incorporated into future proposals to allow EPCs to assess 
time and financial investment in preparing and managing data and incorporating the tools into 
their report. Additionally, we recommend further investigation on how to make products built 
with such tools available to the public via the AHRQ Web site, including concerns regarding 
Section 508 accessibility, government data rights, and interoperability with other systematic 
review tools. With “real world” assessments, EPCs will be able to recommend the use of one or 
both tools, or determine the need to explore additional existing software for more options. In 
addition to uptake and comprehension, we recommend future researchers consider ways to 
evaluate whether novel products contribute to improved quality care within learning health 
systems. 
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Appendix A. Health System Representative 
Participation 

  
From: Elizabeth Crabtree 
To: Elaine Graham 
Cc: Annette Totten 
Subject: RE: EPC methods/dissemination 
Date: Monday, October 09, 2017 4:10:42 PM 
 

 
 
Hi Elaine, 
 
Great seeing you today! I’m looking forward to working with you to develop a dissemination 
product related to a selected EPC report, and am excited to use it across the health system as we 
implement local evidence-based guidelines. 
 
Many thanks for the invite to participate! Elizabeth 
 
Elizabeth Crabtree, PhD, MPH 
Director, Clinical Integration and Evidence-Based Practice 
Assistant Professor, Dept of Medical Informatics and Clinical Epidemiology/PNW Evidence-
Based Practice Center crabteli@ohsu.edu 
tel 503.494.9344 
cell 843.834.4857 
1515 SW 5th Ave, Suite 1000 
Portland, OR 97201 

mailto:crabteli@ohsu.edu
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Appendix B. Needs Assessment Questionnaire, 

Interview Summary, and Stakeholders 
 

Questionnaire 
1. What is your current title/role? 

 
2. Overall, describe your experience developing the OHSU guideline [insert relevant topic]. 

a. What worked well? 
b. What were some challenges? 

 
3. What sources of evidence did you and the group use when developing this guideline? 

 
4. What format was the evidence in that you used for guideline “X”? E.g., formal report, 

journal articles, systematic review, or other guidelines?  
a. What is the typical length of this format? 
b. What made the evidence easy to use? 
c. What made the evidence difficult to use? 

 
5. If you were to do another guideline, how could the evidence be organized or formatted to 

be more useful? 
 

6. Are you familiar with the AHRQ EPC reports? 
a. If yes, were they useful and how could they be changed to be more useful? 

Thank you for your time and participation. 
b. If no, thank you for your time and participation. 

Interview Summary 
To gain insight into the guideline development process, we interviewed four out of six 
physicians who participated developing guidelines for Oregon Health and Science University. 
The individuals previously served as the content experts on the OHSU’s guideline development 
teams for Cystic Fibrosis, Supplemental Feeding in Neonates Guideline, and Colorectal Cancer 
Screening. We conducted short open-ended interviews about their experiences to determine what 
was helpful developing guidelines and if there were areas that could be improved.  
 
Overall, each of the interviewed content experts has a positive experience developing their 
guidelines for OHSU. All of the interviewees highlighted well-prepared literature reviews and 
evidence summaries as part of their experience. Three of four interviewees commented on the 
organization of the guideline team and effective communication across multiple stakeholders. 
The thoroughness of the research and the summary of information were mentioned as strengths 
across the board.  
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Certain barriers affected particular guidelines more than others did. Both content experts 
interviewed for the Cystic Fibrosis Guideline mentioned a lack of resources on cystic fibrosis as 
a problem. The concern was partially mitigated by borrowing evidence from relevant treatments 
or drawing information from similar studies. One interviewee mentioned the density of some of 
the literature as a barrier. Two interviewees expressed coordination and the implementation of 
the guideline as barriers. Not all members were present at every meeting and no patients were 
involved in guideline development. 
 
Three out of four interviewees said the evidence sources they used for the guideline development 
were previously developed guidelines. They commented that they used previous guidelines, prior 
literature and professional opinions. One interviewee noted that the group agreed not to revisit all 
the prior literature and did not want to “reinvent the wheel.”  
 
Interviewees reported that evidence from randomized control trials, cohort studies and types of 
evidence were presented in tables and summary format. One interviewee stated that information 
was displayed on PowerPoint slides. Evidence was presented in a handout that summarized 
existing guidelines. This was praised as it allowed a baseline for team members who did not have 
much experience with guideline development. The GRADE format was mentioned by one 
reviewer as being helpful for both assessing and developing his or her own guideline.  
 
Two interviewees also mentioned the use of PICOS questions to organize information pertinent 
to their guidelines. One interviewee stated the PICOS questions were useful because, “they were 
questions I had not thought to ask” while another stated that PICO questions were adopted and 
the literature was reviewed to answer them.  
 
One complaint about the evidence was for Cystic Fibrosis. The content expert felt that there was 
not a lot of information and that the evidence did not always apply to the population. They also 
commented that the document was 49 pages long and not everyone was available to pre-review 
the literature. Another content expert opined, “There was a lot of evidence.” The reviewer 
recommended a prescreening of evidence limit or narrow focus.  
 
When asked about what could done to change the format and presentation of evidence for future 
guideline development meetings, one of the four interviewees was satisfied with the way 
information was presented and recommended no changes. The other two interviewees 
recommended changes to the way the information was presented. One interviewee wanted a, 
“different way to visualize the information, color coding for good studies” and studies to be 
limited to “studies with relevance.” Additionally one interviewee suggested that the format 
should continue to use good PICO questions and stay effective and efficient. One content expert 
reported that they were very familiar with Evidence-based Practice Center reports; one reported 
they “sounded familiar” and two stated they were not familiar with A Evidence-based Practice 
Center reports.  
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Stakeholders 
Elizabeth Crabtree, Ph.D., M.P.H., Director (former), OHSU Office of Clinical Integration and 
Evidence-Based Practice 
Doan Ha, Dr.P.H., M.P.H., Guideline Implementation Manager, OHSU Office of Clinical 
Integration and Evidence-based Practice 
Marcy Hager, M.A., Guideline Development Program Manager, OHSU Office of Clinical 
Integration and Evidence-based Practice 
Stephanie Halvorson, M.D., Interim Director, OHSU Office of Clinical Integration and 
Evidence-Based Practice 
Ilse Larson, M.D., Department of Pediatrics, OHSU Practice Plan committee member 
David Lieberman, M.D., Department of Gastroenterology and Hepatology, OHSU Practice Plan 
committee member
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Appendix C. Screenshots of Dissemination Product 
Screenshots of MAGICapp product development  
Figure C1. Creating report sections in MAGICapp  

 

Figure C2. Inserting section text from the report 
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Figure C3. Adding Key Question outcomes 

 

 

Figure C4. Creating the evidence profile 
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Figure C5. Assessing the certainty of effects (strength of evidence) 

 

Figure C6. Inserting the plain text summary 
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Figure C7. Adding the Key Question’s summary text and forest plots from the report 

 

 

Figure C8. Adding studies and study abstracts 
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Figure C9. Assigning references to each Key Question 

 

Figure C10. Publishing the evidence summary 

 

 

 

MAGICapp Pilot Project URL: 
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Screenshots of Tableau® product development 
Figure C11. Setting up the condition sheet in the workbook 

 

Figure C12. Setting up the studies sheet in the workbook 
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Figure C13. Setting up the outcomes sheet in the workbook 

 

Figure C14. Setting up the Summary sheet in Tableau 
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Figure C15. Setting up the Studies sheet in Tableau 

 

Figure C16. Setting up the Dashboard in Tableau 
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Figure C17. Extra details pop-up on Summary sheet in Tableau 

 

Figure C18. Extra details pop-up on Studies sheet in Tableau 
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Figure C19. Filtering the Studies based on selection in the Summary section on Dashboard in 
Tableau 

 

Figure C20. Filtering the Dashboard based on selections in the filter in Tableau 
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Screenshots of final product testing  
Figure C21. MAGICapp evidence summary 

URL: https://app.magicapp.org/app#/evidence-summary/150 

 

Figure C22. Tableau® dashboard 

URL: https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-
PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain 

 

https://app.magicapp.org/app#/evidence-summary/150
https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain
https://public.tableau.com/profile/connor.jp.smith#!/vizhome/AHRQT01MethodsPilot-PacificNorthwestEPCV2_1/NonpharmacologicalInterventionsforPain
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