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Structured Abstract

**Background.** Classification of study design can help provide a common language for researchers. Within a systematic review, definition of specific study designs can help guide inclusion, assess the risk of bias, pool studies, interpret results, and grade the body of evidence. However, recent research demonstrated poor reliability for an existing classification scheme.

**Objectives.** To review tools used to classify study designs; to select a tool for evaluation; to develop instructions for application of the tool to intervention/exposure studies; and to test the tool for accuracy and interrater reliability.

**Methods.** We contacted representatives from all AHRQ Evidence-based Practice Centers (EPCs), other relevant organizations, and experts in the field to identify tools used to classify study designs. Twenty-three tools were identified; 10 were relevant to our objectives. The Steering Committee ranked the 10 tools using predefined criteria. The highest-ranked tool was a design algorithm for studies of health care interventions developed, but no longer advocated, by the Cochrane Non-Randomised Studies Methods Group. This tool was used as the basis for our classification tool and was revised to encompass more study designs and to incorporate elements of other tools. A sample of 30 studies was used to test the tool. Three members of the Steering Committee developed a reference standard (i.e., the “true” classification for each study); 6 testers applied the revised tool to the studies. Interrater reliability was measured using Fleiss’ kappa (κ) and accuracy of the testers’ classification was assessed against the reference standard. Based on feedback from the testers and the reference standard committee, the tool was further revised and tested by another 6 testers using 15 studies randomly selected from the original sample.

**Results.** In the first round of testing the inter-rater reliability was fair among the testers (κ = 0.26) and the reference standard committee (κ = 0.33). Disagreements occurred at all decision points in the algorithm; revisions were made based on the feedback. The second round of testing showed improved interrater reliability (κ = 0.45, moderate agreement) with improved, but still low, accuracy. The most common disagreements were whether the study was “experimental” (5/15 studies) and whether there was a comparison (4/15 studies). In both rounds of testing, the level of agreement for testers who had completed graduate-level training was higher than for testers who had not completed training.

**Conclusion.** Potential reasons for the observed low reliability and accuracy include the lack of clarity and comprehensiveness of the tool, inadequate reporting of the studies, and variability in user characteristics. Application of a tool to classify study designs in the context of a systematic review should be accompanied by adequate training, pilot testing, and documented decision rules.
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Developing and Testing a Tool for the Classification of Study Designs in Systematic Reviews of Interventions and Exposures

Executive Summary

Introduction

Emphasis on understanding the comparative effectiveness of health care interventions has increased attention on the applicability of research. As a result, systematic reviews aiming to inform clinical practice have expanded beyond randomized controlled trials, which have limited generalizability, to include nonrandomized studies. However, different nonrandomized study designs differ in their relative strengths and weaknesses. A standard nomenclature and taxonomy for categorizing these nonrandomized studies may help promote a common language and understanding among Evidence-based Practice Centers (EPCs) and other systematic reviewers regarding the inherent strengths and weaknesses of particular study designs.

The development of a standard classification tool may help to streamline and facilitate scoping of evidence and making decisions as to what kind of evidence should be considered for any particular review. Accurate classifications by study design are also important for the efficient and accurate communication of the results of a systematic review.

The primary objectives of this Methods Research Paper were:

1. To identify classification tools that are currently used by systematic reviewers and other researchers to identify studies according to design.
2. To select a classification tool for modification and evaluation.
3. To develop instructions, including an algorithm and decision rules, for application of the modified tool to studies of interventions and exposures.
4. To test the tool and accompanying instructions for concurrent validity and interrater reliability.

Methodology

A Steering Committee of seven members from three EPCs (University of Alberta, McMaster University, RTI International–University of North Carolina [UNC] at Chapel Hill) and the Agency for Healthcare Research and Quality was formed to guide the methods and direction of the project.

Objective 1

A sample of classification tools was compiled by contacting representatives from all EPCs and other relevant organizations, as well as individuals with expertise in this area identified by the Steering Committee. Individuals were contacted by e-mail and asked to identify any taxonomies, guidelines, or other systems used to classify study designs. All EPCs were asked to provide examples of intervention or exposure studies for which the assignment of study design had been problematic.
**Objective 2**

The Steering Committee collaboratively developed the following criteria to rank the tools collected in Objective 1:

- Ease of use (e.g., contains a logic that users can readily follow).
- Unique classification for each study design (no overlap).
- Unambiguous nomenclature and decision rules/definitions (if applicable).
- Comprehensiveness (complete in terms of range of study designs).
- Potential to allow for identification of threats to validity and provide a guide to strength of inference.
- Development by a well-established organization.

Five members of the Steering Committee independently rated the tools collected in Objective 1 and ranked them according to their ability to satisfy the six criteria. The rankings were individually presented in a teleconference and an overall ranking was discussed until consensus was selected on the top ranked tool.

**Objective 3**

Three members of the Steering Committee used an iterative process to test and modify the tool selected in Objective 2. Decisions to modify the tool were based on the collective experience of the Steering Committee members. After several repetitions of this process, the final version of the modified tool was used to produce a glossary of study design definitions and related concepts. The tool and accompanying glossary were sent to all members of the Steering Committee for review.

Two members of the Steering Committee who were not involved in producing the reference standard selected 30 sample studies from the pool of studies collected from the EPCs. Studies were selected to cover most of the key decision nodes within the algorithm in order to ensure adequate testing of the tool.

**Objective 4**

Six individuals from the University of Alberta EPC (UAEPC) used the tool to assess the designs of the 30 sample studies with minimal additional instruction or direction. Testers were told that it would take approximately 5 to 10 hours to categorize the 30 studies and were asked to complete the assignment over a 2-week period.

Concurrently, three members of the Steering Committee independently applied the tool to the same 30 studies to develop the reference standard (i.e., the “true” classification for each study). Disagreements were resolved by discussion and consensus.

Overall interrater reliability was calculated using Fleiss’ kappa ($\kappa$). Interrater reliability was calculated separately for the reference standard raters and the testers, as well as based on formal training of the testers (completed relevant graduate training vs. currently enrolled in graduate training). Accuracy of the testers was measured against the reference standard. The mean time taken to classify the sample of studies and the mean time taken per study were also calculated.

After the first round of testing, the tool was modified further based on the results of semistructured interviews with the testers to ensure the tool’s usefulness and usability in the
context of a systematic review. Six testers from the UAEPC participated in a second round of
testing, using a random sample of 15 studies from the 30 studies used for the first round of
testing. Three of the testers had been involved in the first round of testing and three had not. The
same analyses were conducted for the second round of testing.

Results

Objective 1

We contacted 31 organizations or individuals to identify taxonomies/study design
classification tools. The Steering Committee reviewed the 23 tools that were received; 10 were
considered relevant to the context of study design classification in systematic reviews.

Objective 2

The three top-ranked tools were:

- A design algorithm for studies of health care interventions (DASHCI) developed by the
  Cochrane Non-Randomised Studies Methods Group (NRSMG). Note that this tool is no
  longer advocated by the NRSMG,
- A tool developed by the American Dietetic Association (ADA).
- A tool developed by the RTI-UNC EPC.

The three tools were all algorithms (i.e., they provided a logical sequence of “yes or no”
decisions to make when classifying studies). None of the algorithms covered the range of study
designs that systematic reviewers might encounter when developing EPC reports. Further, the
study nomenclature was inconsistent among the algorithms. The DASHCI algorithm was
considered the most preferred tool and was used as the basis for further development.

Objective 4

Reference Standard

Three members of the Steering Committee developed the reference standard. Each
member independently applied the flow diagram to assign design labels to the 30 studies. The
initial agreement was fair (κ=0.33). Disagreements were resolved through discussion and
consensus.

Disagreements occurred at most decision points in the algorithm. The area that created
the greatest uncertainty and disagreements for the reference standard raters was the decision
node “Was there a single cohort?” The initial decision node (“Was there a comparison?”) was
also a source of disagreement.

Test 1

Tester characteristics. Six staff members at the UAEPC with varying levels of training and
experience in systematic reviews tested the modified taxonomy.

Agreement. There were no studies for which all six testers agreed on the classification (Table
A). Five of six testers agreed on the classification of seven studies, four agreed on five studies,
three agreed on nine studies, two agreed on eight studies. The overall level of agreement was fair (κ=0.26). The levels of agreement for testers who had completed vs. those who were undertaking graduate-level training were fair (κ=0.38) and slight (κ=0.17), respectively.

Disagreements occurred at all decision points in the taxonomy; however, testers identified the determination of whether there was a single cohort as particularly problematic. The testers also said that certain terminology in the flow diagram was unclear (e.g., “group” vs. “cohort”) and that disagreements arose due to poor study reporting. There was some variation in the manner in which testers used the flow diagram (e.g., whether or not they used the glossary, working forward vs. backward through the algorithm).

**Accuracy of testers compared to reference standard.** There were no studies for which all six testers agreed with the reference standard, and there was wide variation in the testers’ accuracy of classification.

**Test 2**

**Tester characteristics.** Six staff members at the UAEPC with varying levels of training and experience in systematic reviews were involved in the second round of testing. Three of the testers had been involved in the first round of testing, and three of the testers had no previous involvement with the project or knowledge of the taxonomy being tested.

**Agreement.** There were three studies for which all six testers agreed on the classification (Table A). Five of six testers agreed on two studies, four agreed on six studies, three agreed on two studies, and two agreed on two studies. The overall level of agreement was considered moderate (κ=0.45). The levels of agreement for testers who had completed vs. those undertaking graduate-level training were moderate (κ=0.45) and fair (κ=0.39), respectively.

**Accuracy of testers compared to reference standard.** There were three studies for which all six testers agreed with the reference standard, but there was wide variation in the testers’ accuracy of classification.

The least common agreement occurred at four key decision nodes: whether the study was “experimental” (5/15 studies), whether there was a comparison (4/15 studies), whether the assessment of exposure and outcome was prospective or retrospective, and whether the intervention or exposure and outcome data were gathered concurrently (2/15 studies).
Table A. Results of taxonomy testing

<table>
<thead>
<tr>
<th>Item agreement (number of studies)</th>
<th>Test 1—30 studies; 6 testers</th>
<th>Test 2—15 studies; 6 testers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall agreement</td>
<td>$\kappa=0.26$</td>
<td>$\kappa=0.45$</td>
</tr>
<tr>
<td>Item agreement (number of studies):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6/6 testers agreed</td>
<td>0</td>
<td>3 (20%)</td>
</tr>
<tr>
<td>5/6 testers agreed</td>
<td>7 (23%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>4/6 testers agreed</td>
<td>5 (17%)</td>
<td>6 (40%)</td>
</tr>
<tr>
<td>3/6 testers agreed</td>
<td>9 (30%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>2/6 testers agreed</td>
<td>8 (27%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>No agreement</td>
<td>1 (3%)</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of testers with same design classification as reference standard:</th>
<th>Test 1—30 studies; 6 testers</th>
<th>Test 2—15 studies; 6 testers</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0</td>
<td>3 (20%)</td>
</tr>
<tr>
<td>5</td>
<td>6 (20%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>4</td>
<td>4 (13%)</td>
<td>3 (20%)</td>
</tr>
<tr>
<td>3</td>
<td>7 (23%)</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>2</td>
<td>3 (10%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>1</td>
<td>7 (23%)</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>0</td>
<td>3 (10%)</td>
<td>2 (13%)</td>
</tr>
</tbody>
</table>

Discussion

We identified over 20 tools and selected 1 for modification and testing. The final testing of the modified tool showed moderate agreement among six testers and low accuracy against the predetermined reference standard. The moderate level of agreement is consistent with that observed in a previous study.

There are a variety of reasons for the moderate and low levels of agreement and accuracy observed in our study. The results likely reflect issues with the taxonomy itself, as well as attributes of the studies that were selected for testing. The studies used during testing were identified and selected because they had posed challenges for previous reviewers with respect to their design classification. Agreement might be better with a sample of studies that is more representative of the studies that would be included in a systematic review. Further, the sample of studies that we tested covered a wide range of topics. If the studies had been on the same topic, which would be the case in a systematic review, there might have been greater reliability. One of the main reasons that the selected studies were difficult to classify was poor reporting within the studies, which resulted in the need for testers to make assumptions (e.g., whether the timing of a study was prospective or retrospective). We also found classification challenging when there were discrepancies between the intent of the investigator and the conduct of the study, between the design and how data were analyzed, and between the investigators’ initial plan and study implementation.

Shortcomings of the taxonomy itself also resulted in moderate agreement. Many of the decision points were challenging. For example, in one-third of the studies, there were discrepancies as to whether or not the study was truly “experimental.” Identifying “quasi-experimental” studies is challenging, as the investigator has some control over certain aspects of design and study execution, and the study may not be considered either purely experimental (a “trial”) or purely observational. This area of study design needs to be more clearly reflected in the taxonomy, and clear guidelines are needed for interpreting the extent of control an investigator has. The practical repercussion of this uncertainty in classification is that some
“quasi-experimental” studies (e.g., before-after or controlled before-after studies) may incorrectly be classified as trials; hence, their validity may be exaggerated and the results given too much weight in the context of a systematic review. One design that is particularly problematic has been variously referred to as an “uncontrolled trial” or “single-arm trial.” It is our opinion that this design should not be considered a “trial” because of the serious risk of bias associated with the lack of a control or comparison group. Consequently, studies with such a design should be considered “before-after” studies, and our taxonomy was designed to channel them toward this classification.

Other decision nodes that yielded inconsistent results concerned whether there was a comparison, whether the study was experimental, and whether the data collection was prospective or retrospective. Several factors may have contributed to this inconsistency, including a lack of clarity in the questions posed in the algorithm, the testers’ relevant background knowledge, the testers’ experience or training, and the inconsistent use of design terminology among the studies. While we provided a glossary in an attempt to offer standard definitions and clarity in terminology, there may have been shortcomings with the glossary that created confusion, including ambiguity and inconsistency in terms and definitions. Testers who had completed relevant graduate-level training had greater agreement than those who were undertaking graduate-level training.

We observed a fair level of agreement among the reference standard raters as well. The three reference standard raters had substantial expertise in research methods and systematic reviews. The low level of agreement among these raters may reflect the more general complexities of study designs and the challenge of including all design considerations in a single flow diagram.

Variability in classification of studies may also reflect differences in how individuals applied or worked through the taxonomy. For example, some testers worked backward or backtracked in order to classify the studies according to what they felt was the most appropriate description. The testers also used the glossary accompanying the tool to varying degrees.

The difficulties in interpreting study design labels and the consequent difficulties in reaching agreement in assigning these labels to individual studies are consistent with those of other researchers. These issues have led some authors to direct systematic reviewers to focus on features of designs rather than on design labels when assessing studies for inclusion and evaluating potential risk of bias. The use of a taxonomy may provide greater transparency and consistency to the process.

**Implications for Practice**

The appropriate classification of studies by design or by design features is important in a systematic review in order to guide the selection of studies, the assessment of the risk of bias, the analysis of study results, the interpretation of results, and the grading of the body of evidence. There is a clear need for consistent use of terminology and study design labels, as well as a clear understanding of the terminology used in a particular field by those undertaking a systematic review in that field. We believe that a tool such as the one developed and tested in this study would be useful to guide this process, although the application of the tool requires several considerations in order to optimize agreement and reliability among reviewers. First, training in research methods, as well as in the use of the tool, is essential. Pilot testing the tool in the context of each review is highly recommended. Second, decision rules are needed for different fields of
research or review topics. Specifically, there need to be clear decisions about how to handle a lack of clarity in study reporting. We recommend that when the response to a question in the taxonomy is unclear, the reviewer assume that the condition was not met. Documentation of the decision rules will allow for consistency and transparency. Users of the algorithm need to use standardized definitions of study designs and design features.

**Future Research**

The tool developed and tested in this study serves as a basis for further research. Future research is needed to evaluate the tool within the context of a real systematic review, as well as to conduct more indepth testing for specific study designs that are difficult to classify. Additional critical review and refinement of the accompanying glossary are needed. We provide some preliminary data on factors that might create differences in reliability across individuals, including varied experience, training, and education. Further research is needed to provide more definitive results about these various factors and how they impact the performance of the tool. Our experiences also provide direction for methods to be employed in subsequent work, such as development of the reference standard (e.g., involving senior researchers with epidemiological training) and contacting authors for clarification when methods within the individual studies are unclear.

**Conclusions**

We developed and tested a taxonomy for the classification of study designs. The level of agreement among six testers was moderate and the accuracy against a reference standard was low. There are a number of explanations for the observed reliability and accuracy, including shortcomings of the taxonomy and accompanying glossary, inadequate reporting of the studies, and differences in tester characteristics. Application of such a tool in the context of a systematic review should be accompanied by adequate training, pilot testing, and documented decision rules. This study demonstrates that systematic testing and refinement enhance the reliability of the tool. At the study level, clear reporting, adherence to published reporting guidelines, and appropriate and consistent use of design terminology should be enforced.

Table B is a summary of study findings, implications for practice, and directions for further research.

<table>
<thead>
<tr>
<th>Table B. Summary of findings, implications for practice, and directions for future research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenges in classifying study designs</td>
</tr>
<tr>
<td>• Poor reporting resulting in lack of clarity.</td>
</tr>
<tr>
<td>• Mixed methods utilized in the same study, or more than one question or hypothesis that employ different methods being investigated in the same study.</td>
</tr>
<tr>
<td>• Discrepancies between intent of investigator and study conduct.</td>
</tr>
<tr>
<td>• Discrepancies between study design and how data were analyzed.</td>
</tr>
<tr>
<td>• Discrepancies between investigators’ original plan and study implementation.</td>
</tr>
<tr>
<td>• Inconsistent, inaccurate, or imprecise use of design terminology.</td>
</tr>
<tr>
<td>Implications for practice</td>
</tr>
<tr>
<td>• Clear directions and decision rules specific to topic area or systematic review questions.</td>
</tr>
<tr>
<td>• Adequate training and relevant education for those applying the tool.</td>
</tr>
<tr>
<td>• Pilot testing of tool and instructions in the context of specific topic area.</td>
</tr>
<tr>
<td>• At the study level, critical need for clear reporting, adherence to published reporting guidelines, and appropriate use of design terminology.</td>
</tr>
<tr>
<td>Future research</td>
</tr>
<tr>
<td>• Testing the final revised tool in different topic areas, within the context of a real systematic review, and</td>
</tr>
</tbody>
</table>
for specific study designs that are difficult to classify.

- Further investigation of the effects of training, education, and experience on reliability.
- Refinement of the methods employed in this study, including development of the reference standard and contacting authors of primary studies for clarification.
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Chapter 1. Introduction

Background

Evidence-based Practice Center (EPC) evidence reports and technology assessments aim to review the relevant scientific literature and to evaluate clinical and behavioral interventions, prognostic and diagnostic tools, health care utilization, and other health care organization and delivery issues. These reports are used for informing and developing coverage decisions, quality measures, educational materials and tools, guidelines, and research agendas. The reports are based on rigorous, comprehensive syntheses (systematic reviews) and analyses (meta-analyses) of the scientific literature on topics relevant to clinical, social science/behavioral, economic, and other health care organization and delivery issues. In most circumstances, controlled trials, and especially randomized controlled trials (RCTs), are the study design least likely to produce biased estimates of the effect of an intervention; however, alternative study designs are often needed to capture information important to clinicians and other end-users of the reports, particularly when controlled trials are lacking, not appropriate for the outcomes or questions of interest (e.g., long-term outcomes, rare outcomes, adverse effects), or not generalizable to a broader population. In the context of such reviews, the appropriate classification of studies according to their design or design features is important in order to guide (1) decisions around inclusion, (2) the assessment of methodological quality or risk of bias, (3) the combining of study results in a narrative synthesis or by statistical pooling and (4) grading the body of evidence.

The Use of Nonrandomized Study Designs

RCTs are considered the gold standard for judging therapeutic efficacy and effectiveness; however, RCTs are often unnecessary, inappropriate, impossible or inadequate to address particular research questions. Given the wide range of topics addressed by EPC reports, researchers frequently need to include nonrandomized studies in order to provide “a more detailed picture of our current knowledge and its limitations for clinicians and policymakers.” This is especially true for outcomes that RCTs may not be adequately designed to address (e.g., adverse effects) and in areas in which few RCTs have been conducted, such as devices and surgical procedures (where RCTs account for less than 10 percent of the evidence base) or educational interventions (e.g., medical education).

In the past, many EPC reports have restricted evidence to RCTs when addressing effectiveness questions in order to protect against sources of bias in other study designs even though the extent of bias associated with different nonrandomized designs varies and the direction and magnitude of bias can be unpredictable. When there are few well-conducted RCTs, however, end-users are often dissatisfied if a report concludes that the evidence is insufficient without considering other study designs, especially since these other designs may be the very studies that are influencing current practice and policy debates. As a result, a past criticism of EPC reports is that they are too restrictive in their consideration of evidence.

The fact that a high proportion of published intervention studies use nonrandomized designs is taken as evidence that this research is valued by clinicians. Moreover, some researchers believe that including nonrandomized designs lacking control groups may increase
the evidence base concerning a health technology and strengthen the credibility of a review. Even if
evidence to evaluate the effectiveness or harm is lacking, nonrandomized studies may provide
evidence to guide the development of future research questions. There is also value in
reviewing nonrandomized studies to clearly describe their limitations and to recommend the
types of studies that would provide better evidence.12,16

There is evidence that EPC reports that address the efficacy or effectiveness of a clinical
intervention are becoming more inclusive in terms of designs other than RCTs.4 In addition,
there is increasing attention and funding directed toward comparative effectiveness reviews
(CERs) and an accompanying broadening of perspective;18 the topics identified by the AHRQ for
CERs are broad and require practice-based evidence, which, if available, is often collected
through nonrandomized studies. A particularly important and related principle is the move from
efficacy to effectiveness.19 These changes in the focus of EPC work heighten the urgency for
evaluating current practices in evidence synthesis for nonrandomized studies. The starting point
in such a synthesis is the classification of study design.

Classification of Study Designs

The diversity of study designs and the similarities among them present challenges to
reviewers who wish to clearly classify designs or design features for the purpose of assessing the
strength of the evidence regarding a particular intervention. Textbooks in systematic reviews,5
epidemiology,20 and social science research21 as well as health technology assessment (HTA)
reports7 provide detailed descriptions of study designs commonly used in those areas; however,
none of these resources on its own provides a comprehensive treatment of all the design types
encountered when evaluating studies within EPC reports, nor do any provide convenient
summaries or decision rules for distinguishing among designs. Perhaps most troubling for
systematic reviewers is the fact that the terminology and classification systems used to describe
different nonrandomized studies are inconsistent.9,14 This inconsistency is problematic because
researchers often make decisions about research approaches and the interpretation of results on
the basis of study design classification and labels. The use of a variety of similar and ambiguous
study classifications (e.g., a “prospective study”) may lead to low sensitivity in study
identification and inaccurate quality assessment of the conduct of studies.22 This results in
uncertainty about the study designs that were used to address the research questions and how the
evidence provided by these studies should be weighed.

An important goal of the EPC program is to advance the methods for conducting and
reporting systematic reviews.16 Though much research has focused on systems for grading
evidence,25,24 and a variety of approaches have been developed for evaluating the quality of
nonrandomized studies, less attention has been paid to the importance of developing a standard
classification scheme or nomenclature system or an algorithm to correctly classify study designs.
Research has demonstrated poor agreement among reviewers using a “traditional” study design
classification scheme in epidemiology (called a “taxonomy” by the researchers) to classify a set
of studies in the field of low back pain.14 The assignment of study design labels was also found
to be unreliable, even when specific instructions and definitions were provided.14

The appropriate classification and assessment of a study’s design relies heavily, though
not exclusively, on the adequacy of reporting by a study’s authors. Without an indication of the
elements considered crucial for labelling studies, assessing the appropriateness of the study
design, and assessing a study’s strengths and potential weaknesses, study authors are likely to
omit these important features. For example, the Strengthening of Reporting of Observational Studies (STROBE) statement, a guideline that promotes transparency in reporting analytic observational studies, encourages authors to “indicate the study design with a commonly used term” and “to present key elements of study design”. However, the document provides limited guidance on the elements needed to adequately conduct the above processes. A standard classification tool may help authors to identify these crucial study design features, thus improving the transparency of reporting.

Finally, the development of a standard classification tool may help to streamline and facilitate the process of scoping the available scientific literature and of deciding what methodologies should be considered for any particular review. Accurate study design classifications are also important for the efficient and accurate communication of the results of a systematic review. A classification tool may also complement other approaches to defining study designs or design features that are important to consider when evaluating the strength of evidence.

**Objectives of the Project**

The University of Alberta Evidence-based Practice Center (UAEPC) undertook this project to identify a valid and reliable tool for the classification of randomized and nonrandomized studies of interventions and exposures that could be used in the conduct of systematic reviews.

The specific objectives were
1. To identify classification tools that are currently used by systematic reviewers and others to identify studies according to design.
2. To select a classification tool for modification and evaluation.
3. To develop instructions, including an algorithm and decision rules, for application of the modified tool to studies of interventions and exposures.
4. To test the tool and accompanying instructions for concurrent validity and inter-rater reliability.
Chapter 2. Methods

The Steering Committee for this project was composed of Kenneth Bond (UAEPC), Donna Dryden (UAEPC), Lisa Hartling (UAEPC), Krystal Harvey (UAEPC), P. Lina Santaguida (McMaster EPC), Meera Viswanathan (RTI-UNC EPC), and Karen Siegel (AHRQ). The roles and credentials of individual members are listed in Appendix A.

A revision of the second objective made by the Steering Committee meant that the methods implemented during the course of this project differed slightly from those originally specified in the project work plan. Specifically, we had planned to select two taxonomies for further testing; however, none of the tools we identified incorporated the full range of nonrandomized study designs that commonly appear in systematic reviews of interventions and exposures. Consequently, instead of selecting two tools for further testing, the Steering Committee decided to select one tool and to modify it to better meet the needs of systematic reviewers.

Identification of Taxonomies (Objective 1)

In order to compile a sample of classification tools, representatives from all EPCs and other research organizations, as well as individuals with expertise in this area, were identified by the Steering Committee. Individuals were contacted by email and asked to send any taxonomies, guidelines, or other systems used to classify study designs. The organizations contacted are listed in Appendix B and the sample letter of request appears in Appendix C. The 15 EPCs were also asked to provide examples of intervention or exposure studies where the assignment of study design had been problematic. The collection of these studies continued until the testing of the modified tool began.

Selection of Taxonomies (Objective 2)

Five members of the Steering Committee (DD, PS, MV, KB, LH) collaboratively developed six criteria for assessing the classification tools based on the experience of the EPCs and on individual knowledge regarding the characteristics considered desirable in a classification tool. The six criteria were:

- ease of use (e.g., contains a logic that users can readily follow);
- unique classification for each study design (no overlap);
- unambiguous nomenclature and decision rules/definitions (if applicable);
- comprehensiveness (complete in terms of the range of study designs);
- potentially allows for identification of threats to validity and provides a guide to strength of inference; and,
- developed by a well-established organization.

The five raters independently reviewed the tools collected in Objective 1 and ranked them according to their ability to satisfy the six criteria. The rankings were individually presented in a teleconference and an overall ranking was discussed until consensus was achieved between the five members.
Development of the Taxonomy Tool (Objective 3)

The top-ranked tool was modified to incorporate relevant elements of the other tools and to ensure comprehensiveness in terms of study designs. Three members of the Steering Committee (KB, DD, LH) modified the tool using an iterative process. Ten studies identified in Objective 1 were purposefully selected to highlight some challenges in study design classification and to represent a range of designs. These studies and challenges were considered in modifying the tool. Decisions to modify the tool were based on the collective experience of the Steering Committee members. After several iterations of this process, the final version of the modified tool was used to produce a glossary of study design definitions and related concepts. The tool and accompanying glossary were sent to all members of the Steering Committee for review.

In preparation for testing the tool, 30 studies were selected from the pool of 71 studies that were received from three EPCs (47 studies from Minnesota EPC, 16 from UAEPC, and 8 from McMaster University EPC). Two members of the Steering Committee (LH, KB) who were not involved in developing the reference standard (see below Objective 4) selected the sample studies that would be used to test the new tool. Studies were selected to cover all of the key decision nodes within the algorithm in order to ensure adequate testing of the tool. Further, at least one study of each design was included in the sample pool. For the majority of designs (all but two—case-control and cross-sectional) at least two sample studies were included. Additional studies were included for the designs that we felt to be more commonly encountered in systematic reviews of therapeutic interventions and exposures (e.g., before-after studies, controlled before-after studies, and cohort studies). The selection of studies was based on the design determined by LH and KB, which was not consistent in all cases with the final reference standard classification. According to the reference standard classification, all decision nodes and all but two designs (prospective cohort, nested case control) in the taxonomy were represented.

Taxonomy Testing and Development of Reference Standard (Objective 4)

Six individuals from the UAEPC tested the tool by applying it to the sample of 30 studies. The number of testers was based on previous work in this area and published guidelines for reliability studies. We selected testers with a range of experience and training in identifying study designs to reflect a cross-section of the resources typically available when producing an evidence report. Three testers had master’s level training in epidemiology, one had a master’s degree in a health science field, and two had undergraduate degrees in a health science or related field. The testers were given the 30 studies (Appendix D), the tool, and the accompanying glossary (Appendix E) with minimal additional instruction or direction. They were told that it would take approximately 5 to 10 hours to categorize the 30 studies and were asked to complete the assignment over a 2-week period. The study design names in the tool and glossary were masked and letter codes were used in their place in an attempt to have testers work through the flow diagram in a systematic fashion rather than relying on study design labels. This is supported by recommendations from the Cochrane Collaboration to focus on study design features rather than study design labels when assessing studies for inclusion in a systematic review.
Concurrently, the sample of 30 studies, the tool, and the accompanying glossary were given to three members of the Steering Committee (DD, PS, VM) to develop the reference standard (i.e., the “true” classification for each study). After independently classifying the studies, the three reviewers met by teleconference to discuss disagreements and reach consensus.

We recorded the number of studies for each level of agreement (i.e., all testers agreed, 5 of 6 testers agreed, etc.). Inter-rater reliability was calculated using Fleiss’ kappa (κ). Fleiss’ κ was used as there were more than two raters; however, Fleiss’ κ tends to be lower when there are a large number of possible categories. In this case, there were 13 possible classifications which is considered large. Inter-rater reliability was calculated separately for (1) the testers and (2) the reference standard raters before consensus. We also calculated inter-rater reliability based on the formal training of the testers (completed relevant graduate training vs. currently undertaking graduate training). We then calculated the accuracy of the testers against the reference standard classifications of study designs. The mean time taken to classify the sample of studies and the mean time per study for the testers were also calculated.

Due to the low level of agreement for both the testers and the reference standard raters, we believed that it was important to further modify the tool to enhance its usefulness and usability in the context of a systematic review. We conducted semi-structured interviews independently with each tester to gather information on their general impressions of the tool; how they applied the tool; what items they found confusing; and, what aspects of the process they found challenging (e.g., an unclear or confusing tool vs. complex studies). The feedback from these interviews and from the reference standard raters was used to modify the tool. The changes that were made to the algorithm and glossary between the two rounds of testing are detailed in Appendix F.

A second round of testing was conducted to evaluate the modified tool (Appendix G). We selected six testers from the UAEPC. Three of the testers were involved in the first round of testing and three had not been previously involved. The three testers that were involved in the first round received no feedback after the first round of testing and were not aware of the reference standard design classifications of the sample of studies used for testing. Of these three testers, two had graduate level training in epidemiology and one had undergraduate training in a health-related field. Our strategy for selecting testers was similar to Round One. Specifically, we selected testers with a range of training (completed relevant graduate training vs. currently undertaking graduate training). Four of the testers received the flow diagram with the study design labels. This was based on the feedback we received from the testers in Round 1, indicating a preference for unmasked labels, identifying the conventional names of the study types. In order to allow for a comparison between the changes in the algorithm between Round 1 and Round 2, exclusive of unmasking the study design labels, two testers received the flow diagram with letter codes masking the study design labels. A random sample was selected of 15 of the 30 studies used for the first round of testing. As per the first round of testing, the testers were given the 15 studies, the modified tool, and the accompanying glossary. They were told that it would take up to 5 hours to classify the studies and were asked to complete the assignment within a week.

The same analyses were conducted for the second round of testing. These included calculations of agreement (number of studies with different levels of agreement between reviewers), inter-rater agreement (Fleiss’ κ), and accuracy against the reference standard. The agreement was calculated for the testers overall, by level of training, by participation in the first
round of testing, and whether the study designs were labeled or coded. We calculated the mean
time taken to classify the sample of studies and the mean time per study.
Chapter 3. Results

Identification of Taxonomies (Objective 1)

We contacted 31 organizations or individuals to identify taxonomies/study design classification instruments for further evaluation. Figure 1 shows the number of contacts made and the responses received.

The Steering Committee reviewed the 23 tools that were received; 10 were considered relevant for the purposes of this project. Tables 1 and 2 describe the tools received.

Figure 1. Identification of study design classification tools

31 organizations/persons contacted

11 organizations/persons responded

23 potential tools received

10 tools selected for further evaluation

1 tool selected for modification and testing
Table 1. Study design classification tools selected for further evaluation

<table>
<thead>
<tr>
<th>Tool</th>
<th>Reference or source</th>
<th>Tool name used in this report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design algorithm for studies of health care interventions</td>
<td>Cochrane Non-Randomised Studies Methods Group (NRSMG)*</td>
<td>DASHCI</td>
</tr>
<tr>
<td>Definitions (based on Aschengrau et al. 2003; National Library of Medicine and the National Institute of Health); levels of evidence (based on Hamer and Collinson 1999)</td>
<td>Compiled by Minnesota EPC</td>
<td>Minnesota</td>
</tr>
<tr>
<td>Systematic literature review specification manual: Study design algorithm (Appendix J)</td>
<td>World Cancer Research Fund</td>
<td>SLR</td>
</tr>
<tr>
<td>Algorithm for classifying the research design of primary studies</td>
<td>American Dietetic Association (ADA) Evidence Analysis Manual</td>
<td>ADA</td>
</tr>
<tr>
<td>List of study design features (Table 13.2.a) and some types of nonrandomized study (NRS) designs (Box 13.1.a)</td>
<td>Chapter 13, written by the Cochrane NRSMG, in Cochrane Handbook for Systematic Reviews of Interventions (Higgins &amp; Green, 2008)*</td>
<td>Traditional</td>
</tr>
<tr>
<td>Algorithm of designs for treatment studies</td>
<td>RTI International-University of North Carolina at Chapel Hill (UNC) EPC</td>
<td>RTI-UNC</td>
</tr>
<tr>
<td>Quality assessment tool for quantitative studies dictionary</td>
<td>McMaster University, School of Nursing, Effective Public Health Practice Project (EPHPP)</td>
<td>EPHPP</td>
</tr>
</tbody>
</table>

*These documents were produced by the same group but at different times; the most recent approach to study design classification advocated by the Cochrane NRSMG is the second tool listed which appears in the current version of the Cochrane Handbook for Systematic Reviews of Interventions.

Table 2. Description of study design classification tools rejected for further evaluation

<table>
<thead>
<tr>
<th>Tool</th>
<th>Reference or source</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm of epidemiologic studies</td>
<td>Figueiras et al. 1997*</td>
<td>Algorithm for selecting designs for questions related to drug surveillance, not for study design classification</td>
</tr>
<tr>
<td>Research paper</td>
<td>Reeves 2004*</td>
<td>Framework presented was not comprehensive; provides background and design elements to consider when classifying studies</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Estabrooks et al. 2001*</td>
<td>Details a systematic review and describes their approach to methodological evaluation of RCTs and observational studies in the context of a systematic review</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Wong and Cummings, 2007*</td>
<td>Provides a quality assessment and validity tool for correlational studies</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Lee and Cummings, 2008*</td>
<td>Provides a quality assessment and validity tool for correlational studies</td>
</tr>
<tr>
<td>Research paper</td>
<td>Zaza et al. 2008*</td>
<td>Same algorithm as ADA Evidence Analysis Manual (above)</td>
</tr>
<tr>
<td>Research paper</td>
<td>Heinsman and Shadish, 1996*</td>
<td>No algorithm or definitions</td>
</tr>
<tr>
<td>Research paper</td>
<td>Shadish et al. 2000*</td>
<td>No algorithm or definitions</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Cummings and Estabrooks, 2003*</td>
<td>No algorithm or definitions</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Cummings et al. 2008*</td>
<td>Provides a quality assessment and validity tool for correlational studies and pre/post intervention designs</td>
</tr>
<tr>
<td>Research paper</td>
<td>Brown et al. 2008a*</td>
<td>No algorithm or definitions</td>
</tr>
<tr>
<td>Research paper</td>
<td>Brown et al. 2008b*</td>
<td>No algorithm or definitions</td>
</tr>
<tr>
<td>Research paper</td>
<td>Cook et al. 2008*</td>
<td>No algorithm or definitions</td>
</tr>
</tbody>
</table>
Selection of Taxonomies (Objective 2)

Five members of the Steering Committee (DD, LS, MV, KB, LH) independently reviewed and ranked the 10 tools based on criteria presented in Chapter 2. Table 3 provides the results of the ranking and observations of the tools made during the process.

The three top-ranked tools were a “design algorithm for studies of health care interventions” (DASHCI) developed by the Cochrane Non-Randomised Studies Methods Group (NRSMG; note that this tool is no longer advocated by the NRSMG) and tools developed by the American Dietetic Association (ADA), and the RTI-UNC (Appendix H). All three were algorithms, i.e., they provided a logical sequence of “yes or no” decisions to make when classifying studies. The tools featured two starting points for design classification: (1) the assignment of the intervention/exposure and (2) the number of comparison groups. None of the taxonomies covered the range of study designs that systematic reviewers might encounter when conducting EPC evidence reports. Further, the nomenclature was inconsistent among the algorithms.

Due to the perceived failure of any single tool to meet the needs of systematic reviewers in terms of the comprehensiveness of study designs, the Steering Committee decided to select a single tool and to incorporate the desirable features from the other tools. The DASHCI tool emerged as the most preferred design algorithm and was used as the basis for further development (Table 1).

Table 3. Steering committee rankings of tools from most (1) to least (10) preferred

<table>
<thead>
<tr>
<th>Tool</th>
<th>Median (modal) ranking</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADA</td>
<td>2 (2)</td>
<td>Not as easy to use as other flowcharts, not as comprehensive</td>
</tr>
<tr>
<td>Brown</td>
<td>10 (10)</td>
<td>Useful for controlled trials, does not seem as useful for cohort studies</td>
</tr>
<tr>
<td>Campbell and Stanley</td>
<td>7.5 (n/a)</td>
<td>Interesting additions to the design, but uses nomenclature that is unfamiliar which may reflect the age and/or context of the original document</td>
</tr>
<tr>
<td>Cochrane Handbook</td>
<td>5.5 (7)</td>
<td>Not as easy to read as a flowchart, but more comprehensive list of assignments for interventions; cannot be used to assign design, but could be used to check the response</td>
</tr>
<tr>
<td>DASHCI</td>
<td>1 (1)</td>
<td>Able to assign all studies from test sample into boxes</td>
</tr>
<tr>
<td>EPHPP</td>
<td>8 (9)</td>
<td>Not comprehensive enough, not able to deal with complex designs</td>
</tr>
<tr>
<td>Minnesota</td>
<td>7 (8)</td>
<td>Not clear that categories do not overlap, but some interesting additions in design (e.g., ambi-directional cohort study); no flow diagram</td>
</tr>
<tr>
<td>RTI-UNC</td>
<td>3 (2)</td>
<td>Not comprehensive enough, not able to deal with complex designs, but clean visual lines</td>
</tr>
<tr>
<td>SLR</td>
<td>4 (3)</td>
<td>Not able to deal with complex designs, but clear nomenclature and clean visual lines</td>
</tr>
<tr>
<td>Traditional</td>
<td>6 (4)</td>
<td>Not comprehensive enough, not able to deal with complex designs</td>
</tr>
</tbody>
</table>

n/a: not applicable because raters all gave different rankings
Taxonomy Testing and Development of Reference Standard (Objective 4)

Reference Standard

Three members of the Steering Committee (DD, LS, MV) developed the reference standard by independently applying the flow diagram to the 30 studies. Disagreements were resolved through discussion and consensus. All three reviewers had doctoral level training in epidemiology or research design and 4 to 8 years experience in systematic reviews and/or EPC work.

The three reviewers agreed on the classification of seven studies (23 percent), two of the three agreed on the classification of 14 (47 percent), and there was no agreement on the classification of nine (30 percent). The overall agreement was fair (κ=0.33).

Disagreements occurred at most decision points in the algorithm except for the following three: (1) “Were at least three measurements made before and after intervention/exposure?” (2) “Was intervention/exposure data registered prior to disease?” and (3) “Were both exposure/intervention and outcome assessed prospectively?” Each of these decision nodes was the last in their respective branches of the flow diagram.

The area that created the greatest confusion and disagreements for the reference standard raters was the decision node “Was there a single cohort?” Specifically, it was often difficult to determine whether the two groups under study were derived from the same cohort and the tool did not provide any criteria to make this decision. A second decision node where disagreements occurred was the first in the flow diagram: “Was there a comparison?” Specifically, it was unclear whether or not to classify the study as having a comparison when subgroup analyses were performed within a single group. A third point of disagreement was determining when a study was an interrupted time series (i.e., measurements taken at a minimum of three timepoints before and three timepoints after the intervention). While there is a precedent for this definition (http://www.epoc.cochrane.org/Files/Website/Reviewer%20Resources/inttime.pdf), the number of required timepoints may not be universally accepted.

Test 1

Tester characteristics. Six staff members at the UAEPC tested the modified classification tool. These individuals had varying levels of relevant training, experience with systematic reviews in general, and experience with EPC work specifically. The length of time they had worked with the UAEPC ranged from 9 months to 9 years. Three of the testers had obtained a master’s degree in public health or epidemiology and three testers were undertaking graduate level training in epidemiology or library and information sciences.

The time taken to classify the 30 studies ranged from 7 to 9 hours with a mean of 8 hours overall and 16 minutes per study. Since the tool was new to the testers, this time reflects, in part, the process of familiarizing themselves with the flow diagram and the accompanying definitions.

Agreement. There were no studies for which all six testers agreed on the classification (Table 4). Five of six testers agreed on seven studies, four agreed on five studies, three agreed on nine studies, two agreed on eight studies. The overall level of agreement was considered fair (κ=0.26) (see Table 5 for interpretation of Fleiss’ kappa statistic). The degree of agreement for testers who
had completed graduate level training was fair (κ=0.38), while for testers undertaking graduate training it was slight (κ=0.17).

We examined the disagreements in design classification and no clear patterns emerged (Table 6). Disagreements occurred at all decision points in the taxonomy. One decision point, “Was there a single cohort?”, emerged as particularly problematic. The following terminology and contrasts used in the flow diagram were described as unclear or confusing: “group”, “group” vs. “cohort”, “concurrently”, “comparison”, and “exposure” vs. “intervention.”

The testers were asked whether they thought the source of disagreement was due to the tool, the studies, or both. In one case the tester thought the tool was good and two felt it was easy to use; however, they generally remarked that the disagreement arose due to poor reporting at the study level. For example, it was often unclear whether a study was prospective or retrospective; in fact, one study was described as retrospective in the Abstract and prospective in the Methods section. One tester commented that the variety of topics covered by the 30 studies made classification challenging and the tool may be easier to apply in the context of a systematic review in which studies are more similar in terms of topic and design issues.

Four of the testers commented that they were often motivated by what design they thought the study to be. For instance, some testers said that they would read the study, determine their own sense of what the design was, and work backwards through the flow diagram to justify their design selection. Alternatively, they would work through the flow diagram to a design endpoint, check the definition to ensure that it was consistent with their own interpretation, and then work backwards to the decision node that would take them to the design they thought was more appropriate.

Finally, two testers indicated that they did not use the definitions that accompanied the flow diagram, while two testers said that the descriptions helped them make decisions and make sense of the letter answer. Several testers indicated that they preferred design labels on the flow diagram rather than the letter codes.

**Accuracy of testers compared to reference standard.** The accuracy of the testers was assessed against the reference standard (Table 7). There were no studies for which all six testers agreed with the reference standard and there was generally wide variation in level of accuracy across the studies.

**Table 4. Results of testing**

<table>
<thead>
<tr>
<th>Overall agreement</th>
<th>Test 1 (30 studies)</th>
<th>Test 2 (15 studies)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>κ=0.26</td>
<td>κ=0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item agreement (number of studies):</th>
<th>Test 1 (30 studies)</th>
<th>Test 2 (15 studies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/6 testers agreed 0</td>
<td>3 (20%)</td>
<td></td>
</tr>
<tr>
<td>5/6 testers agreed 7 (23%)</td>
<td>2 (13%)</td>
<td></td>
</tr>
<tr>
<td>4/6 testers agreed 5 (17%)</td>
<td>6 (40%)</td>
<td></td>
</tr>
<tr>
<td>3/6 testers agreed 9 (30%)</td>
<td>2 (13%)</td>
<td></td>
</tr>
<tr>
<td>2/6 testers agreed 8 (27%)</td>
<td>2 (13%)</td>
<td></td>
</tr>
<tr>
<td>no agreement 1 (3%)</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time for assessment (mean)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>8 hours</td>
<td>2 ¾ hours</td>
</tr>
<tr>
<td>by study</td>
<td>16 minutes</td>
<td>11 minutes</td>
</tr>
</tbody>
</table>
Table 5. Interpretation of Fleiss' kappa (κ)(from Landis and Koch 1977)\textsuperscript{38}

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0</td>
<td>Poor agreement</td>
</tr>
<tr>
<td>0.0-0.20</td>
<td>Slight agreement</td>
</tr>
<tr>
<td>0.21-0.40</td>
<td>Fair agreement</td>
</tr>
<tr>
<td>0.41-0.60</td>
<td>Moderate agreement</td>
</tr>
<tr>
<td>0.61-0.80</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>0.81-1.0</td>
<td>Almost perfect agreement</td>
</tr>
</tbody>
</table>

Test 2

Tester characteristics. Six staff members at the UAEPC were involved in the second round of testing. Three of the testers had been involved in the first round of testing, while three of the testers had no previous involvement with the project or the taxonomy being tested. One tester had a PhD in medicine, three testers had a master’s degree in epidemiology, and two testers had undergraduate degrees in health sciences or related field and were undertaking graduate level training in epidemiology. The length of time the testers had worked with the UAEPC ranged from 2 months to 9 years. Four of the testers used a flow diagram that had the study design labels, while two of the testers used a flow diagram with letter codes.

Agreement. The time taken to classify the 15 studies ranged from 2.25 to 4 hours with means of 2.75 hours overall and 11 minutes per study. There were three studies for which all six testers agreed on the classification. Five of six testers agreed on two studies, four agreed on six studies, three agreed on two studies, and two agreed on two studies. The overall level of agreement was considered moderate ($\kappa=0.45$) (Table 4). The degree of agreement for testers who had completed graduate level training was moderate ($\kappa=0.45$), while for testers undertaking graduate training it was fair ($\kappa=0.39$). The level of agreement was moderate for both those who had the flow diagram with study design labels ($\kappa=0.41$) and for those with letter codes ($\kappa=0.55$).

Accuracy of testers compared to reference standard. The accuracy of the testers was assessed against the reference standard (Table 6). There were three studies for which all six testers agreed with the reference standard, but generally there was wide variation in the level of accuracy across the studies. Table 8 presents the accuracy of the testers against the reference standard by study design. There was improved accuracy for RCT’s, nonrandomized trials, retrospective cohorts, interrupted time series (ITS) without comparison, and case-control studies. Accuracy decreased for controlled before-after studies, non-concurrent cohorts, and noncomparative studies. There was no difference for one before-after study. No comparisons could be made for ITS with comparison.

We examined the classification of studies to identify patterns of disagreements (Table 9). The most common disagreements occurred at four key decision nodes in the flow diagram: whether the study was “experimental” (5/15 studies), whether there was a comparison (4/15 studies), whether the assessment of exposure and outcome was prospective or retrospective (3/15 studies), and whether the intervention/exposure and outcome data were gathered concurrently (2/15 studies).
Table 6. Classification of studies: Round 1

<table>
<thead>
<tr>
<th>Study (author, year)</th>
<th>Reference Standard</th>
<th>NonR trial</th>
<th>RCT</th>
<th>Prosp cohort</th>
<th>Retrosp cohort</th>
<th>ITS with comparison group</th>
<th>CBA</th>
<th>Non-concurrent cohort</th>
<th>Nested case-control</th>
<th>Case-control</th>
<th>ITS without comparison group</th>
<th>B-A</th>
<th>Cross-sectional</th>
<th>Non-comparative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson 2006</td>
<td>B-A</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bentas 2003</td>
<td>Non-comparative</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blais 2003</td>
<td>ITS with comparison group</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boszotta 2004</td>
<td>B-A</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardo 1997</td>
<td>Case-control</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carey 1995</td>
<td>Cross-sectional</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chenot 2006</td>
<td>Non-comparative</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cherkin 2002</td>
<td>Non-comparative</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cranson 1991</td>
<td>CBA</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Darai 2002</td>
<td>Retrosp cohort</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davies 1996</td>
<td>B-A</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeVader 2007</td>
<td>Retrosp cohort</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happ 2008</td>
<td>NonR trial</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harris 1996</td>
<td>ITS with comparison group</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Herman 2001</td>
<td>B-A</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hollabaugh 1998</td>
<td>CBA</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaplan 1996</td>
<td>Non-concurrent cohort</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karlsson 2006</td>
<td>Non-concurrent cohort</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leclercq 2000</td>
<td>B-A</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lipscomb 2003</td>
<td>ITS without comparison group</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minassian 2005</td>
<td>B-A</td>
<td>√√√√√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NonR trial=nonrandomized trial; RCT=randomized controlled trial; prosp=prospective; retrosp=retrospective; ITS=interrupted time series; CBA=controlled before-after; B-A=before-after
√ - indicates that one of the testers made the selection
Table 6. Classification of studies: Round 1 (continued)

<table>
<thead>
<tr>
<th>Study (author, year)</th>
<th>Reference Standard</th>
<th>NonR trial</th>
<th>RCT</th>
<th>Prosp cohort</th>
<th>Retrosp cohort</th>
<th>ITS with comparison group</th>
<th>CBA</th>
<th>Non-concurrent cohort</th>
<th>Nested case-control</th>
<th>Case-control</th>
<th>ITS without comparison group</th>
<th>B-A</th>
<th>Cross-sectional</th>
<th>Non-comparative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paulson 2004</td>
<td>Non-concurrent cohort</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qin 2002</td>
<td>CBA</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheurier 1998</td>
<td>Non-concurrent cohort</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sit 2007</td>
<td>NonR trial</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verrotti 1993</td>
<td>Non-concurrent cohort</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wells 2008</td>
<td>Cross-sectional</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wickizer 2004</td>
<td>Restrospec cohort</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilson 2008</td>
<td>RCT</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zancanato 1990</td>
<td>RCT</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 7. Accuracy of testing compared to reference standard

<table>
<thead>
<tr>
<th>Number of testers with same design classification as reference standard</th>
<th>Occurrence</th>
<th>Number of testers with same design classification as reference standard</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>3 (20%)</td>
</tr>
<tr>
<td>5</td>
<td>6 (20%)</td>
<td>5</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>4</td>
<td>4 (13%)</td>
<td>4</td>
<td>3 (20%)</td>
</tr>
<tr>
<td>3</td>
<td>7 (23%)</td>
<td>3</td>
<td>1 (4%)</td>
</tr>
<tr>
<td>2</td>
<td>3 (10%)</td>
<td>2</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>1</td>
<td>7 (23%)</td>
<td>1</td>
<td>2 (13%)</td>
</tr>
<tr>
<td>0</td>
<td>3 (10%)</td>
<td>0</td>
<td>2 (13%)</td>
</tr>
</tbody>
</table>

Table 8. Accuracy of testing compared to reference standard by study design

<table>
<thead>
<tr>
<th>Number of testers with same design classification as reference standard</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCT (Wilson 2008)</td>
<td>5/6</td>
<td>6/6</td>
</tr>
<tr>
<td>RCT (Zancanato 1990)</td>
<td>5/6</td>
<td>6/6</td>
</tr>
<tr>
<td>Nonrandomized trial (Happ 2008)</td>
<td>2/6</td>
<td>4/6</td>
</tr>
<tr>
<td>Nonrandomized trial (Sit 2007)</td>
<td>5/6</td>
<td>5/6</td>
</tr>
<tr>
<td>Controlled before-after (Cranson 1991)</td>
<td>4/6</td>
<td>4/6</td>
</tr>
<tr>
<td>Controlled before-after (Hollabaugh 1998)</td>
<td>1/6</td>
<td>0/6</td>
</tr>
<tr>
<td>Controlled before-after (Qin 2002)</td>
<td>3/6</td>
<td>2/6</td>
</tr>
<tr>
<td>Before-after (Anderson 2006)</td>
<td>5/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Before-after (Boszotta 2004)</td>
<td>3/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Before-after (Davies 1996)</td>
<td>4/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Before-after (Herman 2001)</td>
<td>1/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Before-after (Leclerq 2000)</td>
<td>0/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Before-after (Minassian 2005)</td>
<td>1/6</td>
<td>1/6</td>
</tr>
<tr>
<td>Nonconcurrent cohort (Kaplan 1996)</td>
<td>1/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Nonconcurrent cohort (Karlsson 2006)</td>
<td>1/6</td>
<td>0/6</td>
</tr>
<tr>
<td>Nonconcurrent cohort (Paulson 2004)</td>
<td>2/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Nonconcurrent cohort (Scheurmier 1998)</td>
<td>4/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Nonconcurrent cohort (Verrotti 1993)</td>
<td>2/6</td>
<td>1/6</td>
</tr>
<tr>
<td>Retrospective cohort (Darai 2002)</td>
<td>1/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Retrospective cohort (Devader 2007)</td>
<td>1/6</td>
<td>3/6</td>
</tr>
<tr>
<td>Retrospective cohort (Wickizer 2004)</td>
<td>0/6</td>
<td>n/a</td>
</tr>
<tr>
<td>ITS with comparison (Blais 2003)</td>
<td>3/6</td>
<td>n/a</td>
</tr>
<tr>
<td>ITS with comparison (Harris 1996)</td>
<td>3/6</td>
<td>n/a</td>
</tr>
<tr>
<td>ITS without comparison (Lipscomb 2003)</td>
<td>3/6</td>
<td>4/6</td>
</tr>
<tr>
<td>Case control (Cardo 1997)</td>
<td>5/6</td>
<td>6/6</td>
</tr>
<tr>
<td>Cross-sectional (Carey 1995)</td>
<td>3/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Cross-sectional (Wells 2008)</td>
<td>4/6</td>
<td>n/a</td>
</tr>
<tr>
<td>Noncomparative (Bentas 2003)</td>
<td>5/6</td>
<td>5/6</td>
</tr>
<tr>
<td>Noncomparative (Chenot 2006)</td>
<td>0/3</td>
<td>n/a</td>
</tr>
<tr>
<td>Noncomparative (Cherkin 2002)</td>
<td>3/3</td>
<td>2/3</td>
</tr>
</tbody>
</table>

n/a = study was not included in sample for second round of testing
<table>
<thead>
<tr>
<th>Study (author, year)</th>
<th>Reference Standard</th>
<th>NonR trial</th>
<th>RCT</th>
<th>Prosp cohort</th>
<th>Retrosyp cohort</th>
<th>ITS with comparison group</th>
<th>CBA</th>
<th>Non-concurrent cohort</th>
<th>Nested case-control</th>
<th>Case-control</th>
<th>ITS without comparison group</th>
<th>B-A</th>
<th>Cross-sectional</th>
<th>Non-comparative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bentas 2003</td>
<td>Non-comparative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardo 1997</td>
<td>Case-control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cherkin 2002</td>
<td>Non-comparative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cranson 1991</td>
<td>CBA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeVader 2007</td>
<td>Retrosp cohort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Happ 2008</td>
<td>NonR trial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hollabaugh 1998</td>
<td>CBA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karlsson 2006</td>
<td>Non-concurrent cohort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lipscomb 2003</td>
<td>ITS without comparison group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minassian 2005</td>
<td>B-A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qin 2002</td>
<td>CBA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sit 2007</td>
<td>NonR trial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verrotti 1993</td>
<td>Non-concurrent cohort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wilson 2008</td>
<td>RCT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zancanato 1990</td>
<td>RCT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NonR trial=nonrandomized trial; RCT=randomized controlled trial; prosp=prospective; retrosp=retrospective; ITS=interrupted time series; CBA=controlled before-after; B-A=before-after
√ - indicates that one of the testers made the selection
Chapter 4. Discussion

The goal of this project was to identify a tool that could be used within the context of systematic reviews to assist with the classification of study designs. This study builds on previous work to test a “traditional taxonomy” in the area of interventions for low back pain. The previous study suggested a number of directions for further research including developing a more comprehensive taxonomy in terms of the scope of study designs, and testing the taxonomy in different fields of research. We identified over 20 tools and selected one for modification and testing. One of the critical criteria in the selection process was comprehensiveness of the tool in terms of study designs. The final testing of the modified tool showed moderate agreement among six testers and low accuracy against a predetermined reference standard. The moderate level of agreement is consistent with that observed in the previous study. The level of agreement observed in these two studies raises questions and concerns around the reliability, validity, and ultimately the utility of available classification tools. There are numerous tools in existence and, to our knowledge, few (if any) have undergone testing either during or after development. However, our findings also demonstrate that it is possible to systematically test and modify a tool in order to yield more reliable results.

There are various reasons for the moderate and low level of agreement and accuracy observed in our study. In general, it is difficult to determine the extent to which the results reflect issues with the taxonomy itself versus attributes of the studies that were selected for testing. The studies used during testing were identified and selected because they had posed challenges with respect to design classification within various systematic reviews. It might be expected that the agreement would be better among a more representative sample of all studies that would be included in a systematic review. The complexity of studies is partially reflected in the time taken to classify each study (16 minutes in Round 1 and 11 minutes in Round 2 compared to 3 to 8 minutes in a similar study that was restricted to one topic area). Further, in the context of a systematic review, the challenges of study design classification will vary by topic depending on the designs included and the general state of the literature in the area. The sample of studies that we tested covered a wide range of topics. There may have been greater reliability if the studies had been on the same topic.

One of the main reasons that the selected studies were difficult to classify was poor reporting within the studies. This resulted in the need for testers to make assumptions or judgments in many cases (e.g., whether the timing of a study was prospective or retrospective). There is an urgent need for clearer reporting and stricter adherence to reporting guidelines, and these should be enforced at the journal level through the editorial and peer review process. However, these changes will have limited impact on systematic reviewers who typically review studies done in the past. In certain cases, we found that the classification could vary depending on the intent of the authors and this was not regularly clear from the written report. In addition, there were cases of a discrepancy between how the study was designed and how the data were analyzed. Consequently, the classification could vary depending on the focus and interpretation of the individual assigning the design. Further, studies may use one particular design for some outcomes and a different design for other outcomes (e.g., RCT for primary or short-term outcomes, subgroup analysis using a prospective cohort approach for safety or longer-term outcomes).
Clearly the observed level of agreement and accuracy may be due in part to shortcomings of the taxonomy itself. Many of the decision points were challenging. This may in part reflect some lack of clarity within the field of epidemiology. For example, one study found substantial variation in the interpretation and understanding of blinding across 25 textbooks and a sample of physicians. It may also partly be explained by the evolution of study designs over time; designs are becoming more complex and incorporating mixed methods. We aimed to address Furlan’s observation that a useful taxonomy should be comprehensive in terms of study designs. One of the design categories that Furlan found lacking in the “traditional taxonomy” was “quasi-experimental” studies; this led to one of the main problems she describes in terms of difficulty choosing between the only two options of “experimental” and “observational” designs. Furlan further described three categories of studies: experimental (RCTs, CCTs), observational (cohort, case-control, cross-sectional), and descriptive (case series, case reports). This classification completely overlooks the area of “quasi-experimental” designs where the investigator has some control over certain aspects of design and study execution but the study may not be considered either purely experimental (a “trial”) or purely observational. While our intent was to capture these “quasi-experimental” designs using more precise methods (e.g., study design features) and terminology, this was not overtly apparent to the testers. This resulted in discrepancies in a third of the studies as to whether or not the study was truly “experimental.” Of note is the fact that two of the testers labelled several studies as “quasi-experimental” even though this was not a design label in the flow diagram. These study designs need to be more clearly reflected in the taxonomy, and clear guidelines for interpreting the extent of control that an investigator has are needed. The practical repercussion is that some “quasi-experimental” studies (e.g., before-after or controlled before-after studies) may incorrectly be classified as trials; hence, their validity may be exaggerated and the results given too much weight in the context of a systematic review. One design that is particularly problematic has been variously referred to as an “uncontrolled trial” or “single-arm trial.” It is our opinion that this design should not be considered a “trial” because of the high risk of bias associated with having no control or comparison group. These studies should be considered “before-after” studies, and our taxonomy was designed to channel them toward this classification.

Many of the questions or decision nodes that reviewers might consider relatively straightforward (e.g., was there a comparison, was the study experimental, was the data collection prospective or retrospective) did not yield consistent responses. There are several factors that may contribute to this inconsistency including a lack of clarity or definitions within the questions posed in the algorithm; variation in the level of background knowledge, experience or training of those classifying the studies; and, an inconsistent use of design terminology among studies. While we provided a glossary in an attempt to offer standard definitions and clarity in terminology, we acknowledge that there may have been shortcomings with the glossary that created confusion. In retrospect, we found there was some ambiguity and inconsistency in terms and definitions. For instance, the terms “group,” “cluster,” and “observation” required greater clarity and consistency across the definitions. Further, definitions for the different types of cohort studies could be revised for more consistency. These challenges with respect to terminology were discussed in the epidemiology literature as early as the 1950s and have yet to be resolved.

Inconsistent, inaccurate, or imprecise use of terminology can be confusing. For example, a sample may be randomly selected but not necessarily randomly assigned to treatment groups;
therefore, the use of the word “random” does not necessarily mean that the study is an RCT. In addition, the term “cohort” was considered problematic, despite the fact that a definition had been provided in the accompanying glossary. This raises the issue that the same terms can refer to different things (e.g., “cohort” may describe a group of people or a study design) and clearly distinguishing between the common and technical meanings of terms may not always be sufficient to prevent potential ambiguity or confusion. The inappropriate use of terminology by the authors of the research studies also creates confusion for the reader. For example, one study was described by the authors as a “case-control”; however, the reference standard considered it a controlled before-after study. The terms “prospective” and “retrospective” are often used loosely or in an ill-defined manner in the literature and may refer to different constructs, including “directionality” (i.e., “temporal relationship between the observation of study factor level and the observation of disease status”) and “timing” (i.e., “chronological relationship between the onset of the study and the occurrence of the primary phenomena under study”). Reporting guidelines for observational studies recognize these different dimensions and recommend that authors refrain from using “prospective” and “retrospective” in favor of an explicit description of these dimensions of the study. In some cases, variation arises from terminology specific to different fields or similar terminology used variably across fields (e.g., social sciences, education, psychology, medicine). There is a clear need for consistent use of terminology and study design labels and/or an understanding of the terminology used in a particular field by those undertaking a systematic review in that field.

One practical reason for the low agreement is the relatively large number of testers we chose and the large number of potential response categories. Although the statistical tests accommodate for this to some extent, the more testers and response categories there are the greater the likelihood of disagreement. Restricting the testing to two or three individuals may have yielded better results and more closely replicated the systematic review process. Nevertheless, the fact that six testers with systematic review experience and relevant training showed moderate agreement is problematic. Moreover, the three investigators with doctoral training in epidemiology or research design who developed the reference standard showed fair agreement. These observations go beyond the studies and taxonomy used in this study and reflect the more general complexities of study designs. Perhaps it is unreasonable to distill the myriad design elements that populate textbooks into a single flow diagram. The fact that 15 people assigned eight different designs to the same study further highlights the complexity and variability of study design classification.

Variability in design classification and moderate agreement may also reflect differences in how individuals applied or worked through the taxonomy, or as Furlan described “the creativity of humans.” Testers commented on the presentation of the tool in terms of using letter codes rather than study design labels. The use of letter codes was done intentionally in an effort to increase the probability that testers would work through the flow diagram and answer each question sequentially, rather than place the studies into the categories they deemed appropriate based on study design label. Based on the feedback we received from the testers, they often worked backwards or back-tracked in any event in order to classify the studies according to what they felt was the most appropriate description. The reliance on study design labels, and the inappropriate or inaccurate use of study design labels or terminology by authors, has implications for the application of these types of tool. The glossary that we developed to
accompany the tool should mitigate these inconsistencies to some extent; users of the algorithm need to use standardized definitions provided.

The difficulties in interpreting study design labels and the consequent difficulties in reaching agreement in assigning these labels to individual studies are consistent with those of other researchers. These issues have led some authors to direct systematic reviewers to focus on features of designs rather than on design labels when assessing studies for inclusion and evaluating potential risk of bias.3 We endorse this approach and recommend that reviewers should be as explicit as possible about the design features that are being considered. However, we do not think that this obviates the need for or the usefulness of some design labels in describing studies being considered for inclusion in systematic reviews. AHRQ reports tend to have broad inclusion criteria and, as a pragmatic issue, often require the consideration of design features as part of the inclusion/exclusion process. The use of a taxonomy is intended to provide greater transparency and consistency to the process by closely examining the design features. In addition, many reviewers still find it useful to be able to describe and categorize studies according to broad design rather than referring only to specific features.3 Moreover, groups that do not advocate the use of study design labels continue to recognize the importance of considering inherent weaknesses in design features. We believe that design labels allow reviewers to keep issues regarding inherent weaknesses in mind while retaining the ability to categorize studies both broadly and according to specific design features. Whether design labels and the differences between studies that they help to identify are also useful for assessing risk of bias has not been well investigated empirically. We consider the results of this study as a contribution to the developing evidence base that may help guide this larger discussion about the utility of design labels for assessing the quality of evidence.

Implications for Practice

The appropriate classification of studies by design is a critical step in a systematic review in order to guide inclusion, risk of bias assessments, pooling of studies for analysis, interpretation of results, and grading the body of evidence. We believe that a tool such as the one tested in this study would be useful to guide this process, although application of the tool requires several considerations in order to optimize agreement and reliability among reviewers. First, there was some indication that those with more training showed greater agreement. Therefore training in research methods, as well as use of the tool, is essential. As with all other aspects of the systematic review process, pilot testing the tool in the context of each review is highly recommended. Second, decision rules may need to be made in the context of different fields of study and/or review topics. Specifically, decisions around how to handle lack of clarity due to inadequate reporting need to be clear. We recommend that when the response to a question in the taxonomy is unclear, the reviewer assume that the condition was not met. Studies with mixed designs or that used different designs for different hypotheses within the same study report are difficult to classify. Decision rules need to be made in the context of the review. Further, in a systematic review, data from studies may be used outside of the context of the study’s design (e.g., data extracted for a single group of interest where more than one group was actually studied). Questions then arise as to whether to classify the study according to the research question that the review is addressing (and for which the study data is being used) or the original intent of the researchers. Documentation of the decision rules will allow for consistency and transparency.
Finally, we identified the following user preferences for consideration in adapting or selecting a tool for this purpose. Users preferred the taxonomy to begin with a comparison (i.e., was there a comparison) rather than assignment (i.e., who assigned the intervention) as the latter does not easily allow for mixed methods. There was a preference for the assignment to be broadly inclusive of exposure and intervention. Users preferred a visual framework with an algorithm (step-by-step process) to arrive at a classification (i.e., a flow diagram that “makes the decision for you”). There was also a preference for the algorithm to be more-or-less self-contained (e.g., definitions or clear terminology used inasmuch as possible) so that users don’t have to refer to other, often lengthy, documentation. Finally, the testers preferred to see study design labels on the algorithm rather than letter codes; however, when two versions of the taxonomy with letter codes vs. design labels were tested, those with the letter codes showed greater agreement (κ=0.55 vs. κ=41). This finding was based on four testers using the design labels and two testers using the letter codes. Further research is needed to confirm this finding before recommendations can be made for application of the tool in practice.

Future Directions

This study confirms the findings and validates many of the observations made in a recent, similar study. Both studies underscore the complexity of study designs and the current inadequacies with reporting. We believe that the tool we have developed serves as a basis for use in systematic reviews and further research. We made minor revisions following the final round of testing that merit further testing. In addition, critical review of the glossary by researchers and methodologists would be beneficial. Future research is needed to evaluate the tool within the context of a real systematic review; this would offer more focus in terms of content area and design issues, while offering wider and more representative scope of studies in terms of ease and difficulty of classification. Further testing should be done targeting specific study designs, particularly those that are difficult to classify. We provide some preliminary data around factors that might lead to differences in reliability across individuals, including varied experience, training, and education. Future research is needed to provide more definitive results around these various factors and how they impact the performance of the tool. The methods we employed could be refined in future work. Specifically, we encountered unanticipated challenges around developing the reference standard classifications. We feel that it is important that this process be done by senior researchers with extensive and relevant experience and training. Researchers with similar backgrounds in terms of experience and training may result in greater agreement. Alternative methods to achieve this task would be to develop the reference standard as a group, rather than independently from each other. Further, where consensus is due to lack of clarity in reporting, information could be sought by contacting the authors of the studies. Finally, in order to inform this field more broadly, work is needed to quantify the bias associated with design labels and the differences between studies that they help to identify.

Strengths and Limitations

We built on previous work by using existing taxonomies and combining their different elements to yield a single taxonomy that we believed was the most comprehensive in terms of the number of study designs it could classify. We tested the taxonomy using studies covering a range of different topics and types of interventions (e.g., surgical, educational, legislative, etc.) which enhances the generalizability of our results. However, the studies included in a single
systematic review would likely be more homogeneous in terms of their designs and the corresponding design issues which may result in greater agreement between those classifying the studies. We had testers with a range of education, experience, and training which enhances the generalizability for individuals who may be involved in a systematic review. We made a number of comparisons regarding education, experience, and training. These results should be considered exploratory; however, they do provide a basis for hypotheses in future research. We did not train the testers in the use of the tool prior to it being tested. Training the testers in the use of the classification tool prior to its testing may more closely replicate the process used in a real systematic review and may have resulted in greater agreement. Finally, our reference standard was based on consensus among three individuals with substantial expertise in research methods and systematic reviews. However, there was a high level of disagreement among the reference standard raters and resolving some of these disagreements required lengthy and sustained discussion. Hence, our reference standard may not be the design that was actually implemented by the investigators, in which case the accuracy of the tool may be over or underestimated.

Summary

We developed and tested a tool for the classification of study designs. The level of agreement among six testers was moderate and the accuracy against a reference standard was low. There are a number of explanations for the observed reliability and accuracy including possible shortcomings of the taxonomy (e.g., lack of clarity and comprehensiveness); inadequate study reporting (e.g., poorly described methods, inaccurate and inconsistent use of terminology); and variation in user characteristics (e.g., training/education/experience, preferences, application of the tool). Application of such a tool in the context of a systematic review should be accompanied by adequate training, pilot testing, and documented decision rules. This study demonstrates that systematic testing and refinement enhances the reliability of the tool. At the study level, clear reporting, adherence to published reporting guidelines, and appropriate and consistent use of design terminology should be enforced.

Table 10 is a summary of study findings, implications for practice, and directions for future research.
Table 10. Summary of findings, implications for practice, and directions for future research

<table>
<thead>
<tr>
<th>Challenges in classifying study designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Poor reporting resulting in lack of clarity</td>
</tr>
<tr>
<td>• Mixed methods utilized in the same study, or more than one question or hypothesis being investigated in</td>
</tr>
<tr>
<td>the same study that employ different methods</td>
</tr>
<tr>
<td>• Discrepancies between intent of investigator and study conduct</td>
</tr>
<tr>
<td>• Discrepancies between design and how data were analyzed</td>
</tr>
<tr>
<td>• Discrepancies in investigators’ original plan and study implementation</td>
</tr>
<tr>
<td>• Inconsistent, inaccurate, or imprecise use of design terminology</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Implications for practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clear directions, guidelines, and decision rules specific to topic area or systematic review questions</td>
</tr>
<tr>
<td>• Adequate training and relevant education for those applying the tool</td>
</tr>
<tr>
<td>• Pilot testing of tool and instructions in the context of specific topic area</td>
</tr>
<tr>
<td>• At the study level, clear reporting, adherence to published reporting guidelines, and appropriate use</td>
</tr>
<tr>
<td>of design terminology are critical.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Future research</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Testing the final revised tool in different topic areas and in the context of a real systematic review,</td>
</tr>
<tr>
<td>and for specific study designs that are difficult to classify</td>
</tr>
<tr>
<td>• Further investigation of the effects of training, education, and experience on reliability</td>
</tr>
<tr>
<td>• Refinement of the methods employed in this study, including development of the reference standard and</td>
</tr>
<tr>
<td>contacting authors of primary studies for clarification</td>
</tr>
</tbody>
</table>
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Appendix B. Contacts for Identification of Study Design Classification Tools

Evidence-based Practice Centers:
• Blue Cross and Blue Shield Association, Technology Evaluation Center
• Duke University
• ECRI Institute
• Johns Hopkins University
• McMaster University
• University of Minnesota
• University of Oregon
• RTI International—University of North Carolina
• Southern California
• Tufts University—New England Medical Center
• University of Alberta
• University of Connecticut
• Minnesota EPC
• University of Ottawa
• Vanderbilt University

Additional organizations (and representatives where applicable):
• The Cochrane Collaboration Non-Randomized Studies Methods Group (Barney Reeves)
• The Campbell Collaboration (William Shadish)
• National Health Services (Richard Lilford)
• Faculty of Nursing, University of Alberta (Greta Cummings)
• Department of Educational Psychology, Faculty of Education, University of Alberta (Veronica Smith)
• Canadian Agency for Drugs and Technologies in Health
• American College of Physicians

Nine additional individual experts were identified and contacted. Names have been withheld.
Appendix C. Letter of Request To Identify Study Design Classification Tools

Hello [name of organization or person]:

The University of Alberta Evidence-based Practice Center (UAEPC) is undertaking a methods research project concerning classification of study designs for non-randomized studies. The UAEPC is one of 15 EPCs funded by the Agency for Healthcare Research and Quality (AHRQ) to review the available evidence and produce evidence reports on health care topics, and to conduct research on systematic review methodology. AHRQ is funding this methods project.

As part of this research project, the UAEPC in conjunction with two other EPCs—McMaster University and RTI-UNC—will 1) identify and test tools that have been developed to classify study designs in systematic reviews, and 2) recommend a classification tool that can be used by the EPCs and other systematic reviewers to bring consistency to the classification of non-randomized study designs.

In the first stage of this project, we are collecting different taxonomies, classification tools, guidelines or other systems that have been used when classifying study designs. To ensure that we have a broad spectrum of classification tools, we are wondering if you would send us any classification systems or tools that you have used or are aware of. If you are willing to send us these systems, please just reply to this email with the attachment or citation. If there are other individuals or organizations that you think may have useful information, please forward this e-mail, or send us their contact information and we would be happy to follow-up.

Thank you for any help you can provide.

Donna M. Dryden, Ph.D.
Associate Director, U of A/Capital Health Evidence-based Practice Center
University of Alberta
Aberhart Centre, Room 9417
11402 University Avenue
Edmonton, AB, Canada

Phone: (780) 492-1273
Fax: (780) 407-6435
Email: ddryden@ualberta.ca
Web site: http:\www.epc.ualberta.ca
Appendix D. Bibliography and Summary of Studies for Classification (Objective 4)


<table>
<thead>
<tr>
<th>Study</th>
<th>Study design label*</th>
<th>Study objective</th>
<th>Population</th>
<th>Intervention and comparator</th>
<th>Outcome(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson 2006</td>
<td>Before-after</td>
<td>To investigate the outcomes and structural integrity of the arthroscopic repair of rotator cuff tears using 2 rows of fixation</td>
<td>Patients with full-thickness rotator cuff tears that could be restore to anatomical position on the greater tuberosity</td>
<td>Arthroscopic rotator cuff repair using 2 rows of suture anchors</td>
<td>Functional scores and evidence of retear or defect</td>
</tr>
<tr>
<td>Bentas 2003</td>
<td>Non-comparative</td>
<td>To evaluate the da Vinci surgical system for laparoscopic radical prostatectomy for prostate cancer</td>
<td>Adult patients with prostate cancer and eligible for radical prostatectomy</td>
<td>da Vinci surgical system</td>
<td>Operative morbidity (e.g., surgical time, blood loss, hospitalization), post-operative complications</td>
</tr>
<tr>
<td>Blais 2003</td>
<td>ITS with comparison group</td>
<td>To evaluate impact of a cost-sharing drug insurance plan for people receiving social assistance</td>
<td>Quebec residents receiving social assistance</td>
<td>Residents receiving social assistance vs. privately insured residents</td>
<td>Monthly consumption of medications</td>
</tr>
<tr>
<td>Boszotta 2004</td>
<td>Before-after</td>
<td>To evaluate arthroscopically assisted rotator cuff repair</td>
<td>Patients who received arthroscopically assisted transosseous rotator cuff repair</td>
<td>Arthroscopically assisted transosseous rotator cuff repair</td>
<td>Function scores</td>
</tr>
<tr>
<td>Cardo 1997</td>
<td>Case-control</td>
<td>To identify risk factors for the transmission of HIV to health care workers after percutaneous exposure to HIV-infected blood</td>
<td>Healthcare workers with documented exposure to HIV-infected blood</td>
<td>Workers who subsequently became seropositive vs. those who did not</td>
<td>Personal information, information on source patient and injury</td>
</tr>
<tr>
<td>Carey 1995</td>
<td>Cross-sectional</td>
<td>To determine the prevalence of chronic low back pain and the extent to which treatment is sought</td>
<td>Adults who had experienced back pain within the last 2 years</td>
<td>NA</td>
<td>Demographics and clinical characteristics, types of care sought, types of treatment received</td>
</tr>
<tr>
<td>Chenot 2006</td>
<td>Non-comparative</td>
<td>To explore factors associated with acupuncture treatment for low back pain and the association of acupuncture with use of other health care services</td>
<td>Adult patients with low back pain being seen by general practitioners</td>
<td>NA</td>
<td>Use of pharmacologic and nonpharmacologic treatments for low back pain</td>
</tr>
</tbody>
</table>

CAM=complementary and alternative medicine; CBA=controlled before-after; ITS=interrupted time series; NonR trial=nonrandomized trial; RCT=randomized controlled trial; prosp=prospective; retrosp=retrospective; ITS=interrupted time series; RCT=randomized controlled trial

*Study design label is that assigned by the reference standard.
<table>
<thead>
<tr>
<th>Study</th>
<th>Study design label*</th>
<th>Study objective</th>
<th>Population</th>
<th>Intervention and comparator</th>
<th>Outcome(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cherkin 2002</td>
<td>Non-comparative</td>
<td>To describe patients and problems seen by CAM practitioners</td>
<td>Licensed acupuncturists, chiropractors, massage therapists, and naturopathic physicians</td>
<td>NA</td>
<td>Patient and practice characteristics (e.g., role of practitioner in path of care, reason for and duration of visit)</td>
</tr>
<tr>
<td>Cranson 1991</td>
<td>CBA</td>
<td>To investigate the effect of Transcendental Meditation™ and TM-Sidhi™ programs on IQ scores and reaction time</td>
<td>First-year university students enrolled in a psychology course</td>
<td>Participation in daily TM and TM-Sidhi programs vs. nonparticipation in TM and TM-Sidhi programs</td>
<td>Cattel’s Culture Fair Intelligence Test and Hick’s reaction time</td>
</tr>
<tr>
<td>Darai 2002</td>
<td>Retrosp cohort</td>
<td>To assess complications and cure rates of tension-free vaginal tape (TVT) procedure with or without hysterectomy</td>
<td>Women treated with stress urinary incontinence who had undergone TVT procedure alone or TVT with vaginal hysterectomy</td>
<td>TVT procedure alone vs. TVT procedure combined with vaginal hysterectomy</td>
<td>Post-operative urinary flow and subjective cure rate</td>
</tr>
<tr>
<td>Davies 1996</td>
<td>Before-after</td>
<td>To identify and promote appropriate changes in management of low back pain and nerve-damage pain</td>
<td>Patients suffering from low back or nerve-damage pain attending outpatient pain clinics</td>
<td>Active feedback (mailed report and personal visit) of variations in practice within and between clinics</td>
<td>Changes in practice</td>
</tr>
<tr>
<td>DeVader 2007</td>
<td>Retrosp cohort</td>
<td>To investigate the relationship between gestational weight (GW) gain and adverse pregnancy outcomes among women with normal prepregnancy body mass index (BMI)</td>
<td>Women with normal prepregnancy BMI who delivered full-term singletons</td>
<td>Lower than recommended GW vs. recommended GW vs. more than recommended GW</td>
<td>Adverse pregnancy outcomes</td>
</tr>
<tr>
<td>Happ 2008</td>
<td>NonR trial</td>
<td>To investigate the impact of a systematically implemented assistive communication intervention with nonspeaking ICU patients and their nurse caregivers using a control group comparison</td>
<td>ICU nurses and nonspeaking ICU patients</td>
<td>Basic communication skills training (BCST) vs. BCST and assistive communication strategies vs. usual care</td>
<td>Observational measures of nurse-patient communication performance</td>
</tr>
<tr>
<td>Study</td>
<td>Study design label*</td>
<td>Study objective</td>
<td>Population</td>
<td>Intervention and comparator</td>
<td>Outcome(s)</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------</td>
<td>---------------------------------------------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Harris 1996</td>
<td>ITS with comparison group</td>
<td>To determine whether the first 5 waves of English fundholding practices have reduced their prescribing costs relative to non-fundholding practices</td>
<td>All general practices in England</td>
<td>Fundholding practices vs. nonfundholding practices</td>
<td>Changes and rates of change in cost per prescribing unit and changes in number of items per prescribing unit</td>
</tr>
<tr>
<td>Herman 2001</td>
<td>Before-after study</td>
<td>To evaluate the effect of transanal endoscopic microsurgery on anorectal motility and continence control and to define potential risk factors of postsurgical anorectal dysfunction</td>
<td>Adults with mobile rectal tumors qualifying for surgery</td>
<td>NA</td>
<td>Anorectal vector volume manometry, sphincter reflex evaluation, and barostat study</td>
</tr>
<tr>
<td>Hollabaugh 1998</td>
<td>CBA</td>
<td>To evaluate incontinence rates after radical retropubic prostatectomy</td>
<td>Men with clinically localized prostate cancer</td>
<td>Modified radical retropubic prostatectomy vs. standard anatomic retropubic prostatectomy</td>
<td>Assessment of continence (dryness)</td>
</tr>
<tr>
<td>Kaplan 1996</td>
<td>Non-concurrent cohort</td>
<td>To compare safety and efficacy of fascial vs. vaginal wall slings in the management of women with intrinsic sphincter deficiency (ISD)</td>
<td>Women who underwent surgical repair of ISD</td>
<td>Fascial sling vs. vaginal wall sling</td>
<td>Incontinence and patient satisfaction</td>
</tr>
<tr>
<td>Karlsson 2006</td>
<td>Non-concurrent cohort</td>
<td>To evaluate maxillary molar distalization and anchorage loss in 2 groups before and after eruption of second maxillary molars</td>
<td>Children receiving orthodontic treatment</td>
<td>Distal movement performed before eruption of second molar vs. simultaneous movement of first and second molars</td>
<td>Cephalometric measures (e.g., maxillary base, molar position and inclination)</td>
</tr>
<tr>
<td>Leclercq 2000</td>
<td>Before-after</td>
<td>To compare long-term clinical effects of permanent biventricular pacing in patients with stable sinus rhythm or chronic atrial fibrillation</td>
<td>Adults with with dilated cardiomyopathy and intraventricular conduction delay</td>
<td>Implanted permanent cardiac biventricular pacemaker</td>
<td>QRS duration and axis, NYHA class, LV ejection fraction, and peak VO₂</td>
</tr>
<tr>
<td>Study</td>
<td>Study design label*</td>
<td>Study objective</td>
<td>Population</td>
<td>Intervention and comparator</td>
<td>Outcome(s)</td>
</tr>
<tr>
<td>---------------</td>
<td>------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Lipscomb 2003</td>
<td>ITS without comparison group</td>
<td>To evaluate changes in rates and severity of falls from elevations among union carpenters after fall prevention standard change</td>
<td>Union carpenters working in Washington state between 1989-1998 who worked at least 3 mo.</td>
<td>Rates before vs. rates after enactment of standard change</td>
<td>Injuries, paid lost time due to falls from elevation, mean direct payments for falls from heights</td>
</tr>
<tr>
<td>Minassian 2005</td>
<td>Before-after</td>
<td>To compare success and complication rates of the tension-free vaginal tape between patients with good vs. poor followup</td>
<td>Women with stress urinary incontinence</td>
<td>Tension-free vaginal tape procedure</td>
<td>Absence of stress urinary incontinence</td>
</tr>
<tr>
<td>Paulson 2004</td>
<td>Non-concurrent cohort</td>
<td>To compare wait time and number of patients who leave without being seen between triage systems that use nurses vs. unlicensed assistive personnel</td>
<td>Patients presenting to the emergency department</td>
<td>Patient triage by nurses vs. by unlicensed assistive personnel</td>
<td>Wait time and number patients leaving without being seen</td>
</tr>
<tr>
<td>Qin 2002</td>
<td>CBA</td>
<td>To evaluate potential benefits of regular Tai Chi Chuan exercise on the weight-bearing bones of postmenopausal women</td>
<td>Postmenopausal women who practice Tai Chi Chuan regularly and nonexercising controls</td>
<td>Tai Chi Chuan vs. no exercise</td>
<td>Bone mineral density</td>
</tr>
<tr>
<td>Scheurmier 1998</td>
<td>Non-concurrent cohort</td>
<td>To test the cost implications of recommendations for purchasing arrangements for low back pain in primary care settings</td>
<td>General practices purchasing manipulation services under National Health Service arrangements</td>
<td>Recommended purchasing arrangements vs. previous purchasing arrangement</td>
<td>Waiting time for first attendance, number of consultations, drug use and cost, recovery time, x-ray utilization and cost of care</td>
</tr>
<tr>
<td>Sit 2007</td>
<td>NonR trial</td>
<td>To determine the effectiveness of a community based stroke prevention program in improving knowledge about stroke, improving self-monitoring, and maintaining behavioral changes for stroke prevention</td>
<td>Adults with diagnosed minor stroke who live independently and are cognitively intact</td>
<td>Conventional medical treatment and community-based stroke prevention program vs. conventional medical treatment only</td>
<td>Lifestyle habits, medication compliance, and stroke knowledge</td>
</tr>
</tbody>
</table>
Table D1. Characteristics of studies selected for classification (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Study design label*</th>
<th>Study objective</th>
<th>Population</th>
<th>Intervention and comparator</th>
<th>Outcome(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verrotti 1993</td>
<td>Non-concurrent cohort</td>
<td>To investigate whether quality of metabolic control is related to knowledge of disease</td>
<td>Children with type 1 diabetes mellitus</td>
<td>Diabetes education started at diagnosis vs. education started after diagnosis</td>
<td>Blood glucose control</td>
</tr>
<tr>
<td>Wells 2008</td>
<td>Cross-sectional</td>
<td>To examine associations between neighborhood design and walking</td>
<td>Women partnered with Habitat for Humanity neighborhood developments</td>
<td>Neo-traditional neighborhoods vs. conventional suburban neighborhoods</td>
<td>Environmental characteristics (e.g., street networks, land use), walking</td>
</tr>
<tr>
<td>Wickizer 2004</td>
<td>Retrospec cohort</td>
<td>To evaluate the effect of a publicly sponsored drug-free workplace program on reducing the risk of occupational injuries</td>
<td>Private companies insured through the Department of Labor and Industries</td>
<td>Companies participating and not participating in the drug-free workplace program</td>
<td>Injury rates, work time lost due to serious injury</td>
</tr>
<tr>
<td>Wilson 2008</td>
<td>RCT</td>
<td>To assess the effectiveness of breast cancer health promoting messages administered by salon stylists to clients in the salon setting</td>
<td>Hair salons in urban minority area</td>
<td>Salons promoting health messages vs. salons not promoting health messages</td>
<td>Conduct of monthly breast self-exam, mammogram, receipt of information on breast health</td>
</tr>
<tr>
<td>Zancanato 1990</td>
<td>RCT</td>
<td>To evaluate the effect of disodium cromoglycate and albuterol on energy cost of running in children with exercise-induced asthma</td>
<td>Children with mild to moderate exercise-induced asthma</td>
<td>Exercise test with premedication vs. exercise test without premedication</td>
<td>FEV₁, peak VO₂, energy cost of running, ventilation</td>
</tr>
</tbody>
</table>
Appendix E. Round One Algorithm and Glossary
DESIGN ALGORITHM FOR STUDIES OF INTERVENTIONS AND EXPOSURES

When using the algorithm, it is recommended that you do not rely on the design labels assigned by the authors of the report, but rather work through the questions in the algorithm based on the methods presented in the report and the definitions provided below.

**Study Design Key**

Below is a list of definitions that correlate with study designs assigned by the accompanying taxonomy. At the end of this list are some additional concepts that may be useful during study design classification.

**A**

A study in which individuals or groups of individuals (e.g., community, classroom) are assigned to the intervention or control by a method that is not random (e.g., date of birth, date of admission, judgement of the investigator). Individuals or groups are followed prospectively to assess differences in the outcome(s) of interest. The unit of analysis is the individual or the group, as appropriate.

**B**

A study designed to test the efficacy of an intervention on an individual, a group of individuals, or clusters (e.g., classrooms, communities). Individuals or clusters are randomly allocated to receive an intervention or control/comparison (e.g., placebo or another intervention) and are followed prospectively to assess differences in outcomes. The unit of analysis is the individual, group of individuals, or the cluster, as appropriate. Variations in treatment assignment and measurement produce different types of studies including factorial, cross-over, parallel, stepped wedge and Solomon four-group.

**C**

A study in which individuals in the group without the outcome(s) of interest (e.g., disease) are classified according to exposure status at baseline (exposed or unexposed) and then are followed over time to determine if the development of the outcome of interest is different in the exposed and unexposed groups.

**D**

A study in which a group of individuals is identified on the basis of common features that were determined in the past. The group is usually assembled using available data sources (e.g., administrative data). Individuals are classified according to exposure status (exposed or unexposed) at the time the group existed and are followed up to a prespecified endpoint to determine if the development of the outcome of interest is different in the exposed or unexposed groups.

**E**

A study in which multiple observations over time are “interrupted” by an intervention or exposure and in which two series are examined (one is a comparison group). There must be at
least 3 observations before and at least 3 observations after the intervention or exposure for each group. The investigator(s) does not assign or have control over the intervention/exposure, which may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation, educational program, service delivery model) but does have control over the timing of the measurement and the variables being measured.

**F**
A study in which the outcome(s) of interest is measured both before and after the intervention or exposure in two or more groups of individuals. In this study design the study group receives the intervention or exposure and the comparison group(s) does not. This type of study includes interventions that may be in the control of the investigator (e.g., a surgical procedure) as well as interventions that may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation). In all cases the investigator(s) has control over the timing of the measurement and the variables being measured.

**G**
A study in which 2 or more groups of individuals are identified on the basis of common features at different time points. Individuals in each group are classified according to exposure status (exposed or unexposed) at the time the groups existed or were created. They are followed to determine if the development of the outcome of interest is different in the exposed or unexposed groups.

**H**
A study where exposed and control subjects are drawn from the population of a prospective cohort study. Baseline data are obtained at the time the population is identified; the population is then followed over a period of time. The study is then carried out using persons in whom the disease or outcome has developed and a sample of those who have not developed the outcome of interest (controls).

**I**
A study in which participants are selected based on the known outcome(s) of interest (e.g., disease, injury). Exposure status is then collected based on the participants’ past experiences. Exposure status is compared between the two (or more) groups: those who have the outcome of interest and those who do not have the outcome of interest (controls). This is a retrospective study that collects data on events that have already occurred.

**J**
A study in which multiple observations over time are “interrupted” by an intervention or exposure. There must be at least 3 observations before the intervention and at least 3 observations after the intervention; otherwise, the study is considered a before-after study. The investigator(s) does not assign or have control over the intervention/exposure, which may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation, educational program, service delivery model) but does have control over the timing of the measurement and the variables being measured.
**K**

A study of an intervention or exposure in which the investigator(s) compares the outcome(s) of interest both before and after the intervention in the same group of individuals. This includes interventions that may be in the control of the investigator (e.g., a surgical procedure) as well as interventions that may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation). In all cases the investigator(s) has control over the timing of the measurement and the variables being measured.

**L**

A study in which both the exposure and the outcome status in a target population are assessed concurrently, that is, at the same point in time or during a brief period of time. The temporal sequence of cause and effect cannot necessarily be determined. They are most commonly used to assess prevalence. A common method for data collection is a survey.

**M**

Examples of this design include:

- A study that presents a description of a single patient or participant. Studies are usually retrospective and typically describe the manifestations, clinical course, and prognosis of the individual.
- A study that describes the experience of a group of patients with a similar diagnosis and/or treatment. Studies are usually retrospective and typically describe the manifestations, clinical course, and prognosis of a condition.
- A study in which data are collected at a series of points in time on the same population to observe trends in the outcome(s) of interest.

**Additional Concepts**

**Cluster**

The term ‘cluster’ refers to a unit of allocation or analysis in a clinical trial. Examples of clusters include hospitals, schools, neighborhoods, or entire communities.

**Cluster randomized controlled trial**

Synonym: community trial; group randomized trial

A randomized controlled trial in which the units of randomization and analysis are groups of people or communities (e.g., classroom, hospital, town). Typically, several communities receive the intervention and several different communities serve as controls.

**Cohort**

The term ‘cohort’ refers to a group of individuals (or other organizational units) who have a common feature when they are assembled (e.g., birth year, place of employment, medical condition, place or time period of medical treatment) and are followed over time. They can be followed prospectively or examined retrospectively.
**Experimental study**
A type of study in which investigators have direct control over the timing, course, and assignment of the intervention. Experimental studies investigate an intervention to determine its effect on the outcome(s) of interest. In an experimental study a population is selected to receive a specific intervention the effects of which are measured by comparing the outcomes in the experimental group with the outcomes of a control group that has received another intervention or placebo. Examples include randomized controlled trial, cluster randomized controlled trial, nonrandomized trial, n-of-one trial. See also observational study.

**Observational study**
A study in which the investigator(s) does not control the exposure/intervention status of study participants (i.e., the assignment of the intervention or exposure of interest is not under the control of the investigator(s)). The simplest form of observational study is the case report or case series, which describes the clinical course of individuals with a particular condition or diagnosis. Observational studies include descriptive and analytic studies. See also experimental study.

**Quasi-experimental study**
A type of study in which the investigator(s) evaluates the effect of an intervention but does not have full control over the timing, course, or allocation of the intervention. They are often used when it is not possible to conduct a true experimental study.
Appendix F. Changes Made Between Round One and Round Two Algorithm

<table>
<thead>
<tr>
<th>Round One</th>
<th>Round Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>Was there a comparison between interventions/exposures/observations (including before and after measurements on the same individuals)?</td>
<td>Was there a comparison to assess the effect/association of an intervention/exposure and an outcome? This could be between ≥2 groups or within the same individual or group(s) comparing pre- and post-intervention measures.</td>
</tr>
<tr>
<td>Were disease and exposure information assessed concurrently (e.g., by survey)?</td>
<td>Was information on the intervention/exposure gathered by the investigators concurrently (e.g., by survey)?</td>
</tr>
<tr>
<td>Was the study experimental (i.e., investigators had direct control over study conditions including decisions around allocation and timing of interventions)?</td>
<td>Was the study experimental (i.e., investigators had direct control over study conditions including: allocation to ≥2 interventions, timing of interventions, choice of outcome(s), and timing of outcome assessments?</td>
</tr>
<tr>
<td>Was more than one group compared?</td>
<td>Did all the participants receive the same intervention/exposure?</td>
</tr>
<tr>
<td>Was there a single cohort?</td>
<td>Did investigators identify the participants from a single source (e.g., same setting or time period)?</td>
</tr>
<tr>
<td>Were at least three measurements made before and after intervention/exposure?</td>
<td>Were there ≥3 measurements before and ≥3 measurements after the intervention/exposure?</td>
</tr>
<tr>
<td>Were at least three measurements made before and after intervention/exposure?</td>
<td>Were there ≥3 measurements before and ≥3 measurements after the intervention/exposure?</td>
</tr>
</tbody>
</table>
Appendix G. Round Two Algorithm and Glossary

Before beginning identify the Population, Intervention/exposure, and key Outcomes of the study.

- **Non-comparative study**
  - E.g. case report, case series, time series
- **Cross-sectional Study**
- **Before-after study**
- **Interrupted time series (without comparison group)**
- **Case control study**
- **Nested Case control study**
- **Non-concurrent cohort study**
- **Interrupted time series with comparison group**
- **Controlled before-after study**

1. **Non-randomized trial**
   - E.g. quasi-randomized trial
   - **Y**
2. **Randomized trial**
   - **N**
3. **Did all the participants receive the same intervention/exposure?**
   - **N**
4. **Was intervention/exposure data registered prior to the outcome?**
   - **N**
5. **Were groups defined by the intervention/exposure?**
   - **N**
6. **Did investigators identify the participants from a single source (e.g., same setting or time period)?**
   - **N**
7. **Were both intervention/exposure and outcome assessed prospectively?**
   - **Y**
8. **Prospective cohort study**
   - **Y**
9. **Retrospective cohort study**
   - **N**
10. **Were there ≥3 measurements before & ≥3 measurements after the intervention/exposure?**
    - **N**
11. **Were groups concurrent?**
    - **Y**
12. **Interrupted time series with comparison group**
    - **Y**
13. **Controlled before-after study**
    - **N**

- **Was there a comparison to assess the effect/association of an intervention/exposure and an outcome?**
  - This could be between ≥2 groups or within the same individual or group(s) comparing pre- & post-intervention measures.
  - **N**
- **Was information on the intervention/exposure gathered by the investigators concurrently (e.g. by survey)?**
  - **N**
- **Was the study experimental (i.e., investigators had direct control over study conditions including: allocation to ≥2 interventions, timing of interventions, choice of outcome(s), and timing of outcome assessments).**
  - **Y**
- **Were there ≥3 measurements before & ≥3 measurements after the intervention/exposure?**
  - **N**
- **Were groups defined by the intervention/exposure?**
  - **N**
- **Were there ≥3 measurements before & ≥3 measurements after the intervention/exposure?**
  - **N**
- **Did the participants receive the same intervention/exposure?**
  - **Y**
- **Were groups concurrent?**
  - **Y**
- **Interrupted time series with comparison group**
  - **Y**
- **Controlled before-after study**
  - **N**

- **Did investigators identify the participants from a single source (e.g., same setting or time period)?**
  - **Y**
- **Were there ≥3 measurements before & ≥3 measurements after the intervention/exposure?**
  - **N**
- **Were groups defined by the intervention/exposure?**
  - **N**
- **Were both intervention/exposure and outcome assessed prospectively?**
  - **Y**
- **Prospective cohort study**
  - **Y**
- **Retrospective cohort study**
  - **N**
- **Interrupted time series with comparison group**
  - **Y**
- **Controlled before-after study**
  - **N**
DESIGN ALGORITHM FOR STUDIES OF INTERVENTIONS AND EXPOSURES

When using the algorithm, it is recommended that you do not rely on the design labels assigned by the authors of the report, but rather work through the questions in the algorithm based on the methods presented in the report and the definitions provided below.

Study Design Key

Below is a list of definitions that correlate with study designs assigned by the accompanying taxonomy. At the end of this list are some additional concepts that may be useful during study design classification.

Non-randomized trial
A study in which individuals or groups of individuals (e.g., community, classroom) are assigned to the intervention or control by a method that is not random (e.g., date of birth, date of admission, judgement of the investigator). Individuals or groups are followed prospectively to assess differences in the outcome(s) of interest. The unit of analysis is the individual or the group, as appropriate.

Randomized trial
A study designed to test the efficacy of an intervention on an individual, a group of individuals, or clusters (e.g., classrooms, communities). Individuals or clusters are randomly allocated to receive an intervention or control/comparison (e.g., placebo or another intervention) and are followed prospectively to assess differences in outcomes. The unit of analysis is the individual, group of individuals, or the cluster, as appropriate. Variations in treatment assignment and measurement produce different types of studies including factorial, cross-over, parallel, stepped wedge and Solomon four-group.

Prospective cohort study
A study in which individuals in the group without the outcome(s) of interest (e.g., disease) are classified according to exposure status at baseline (exposed or unexposed) and then are followed over time to determine if the development of the outcome of interest is different in the exposed and unexposed groups.

Retrospective cohort study
A study in which a group of individuals is identified on the basis of common features that were determined in the past. The group is usually assembled using available data sources (e.g., administrative data). Individuals are classified according to exposure status (exposed or unexposed) at the time the group existed and are followed up to a prespecified endpoint to determine if the development of the outcome of interest is different in the exposed or unexposed groups.

Interrupted time series with comparison group
A study in which multiple observations over time are “interrupted” by an intervention or exposure and in which two series are examined (one is a comparison group). There must be at least 3 observations before and at least 3 observations after the intervention or exposure for each group. The investigator(s) does not assign or have control over the intervention/exposure, which may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation, educational program, service delivery model) but does have control over the timing of the measurement and the variables being measured.
Controlled before-after study
A study in which the outcome(s) of interest is measured both before and after the intervention or exposure in two or more groups of individuals. In this study design the study group receives the intervention or exposure and the comparison group(s) does not. This type of study includes interventions that may be in the control of the investigator (e.g., a surgical procedure) as well as interventions that may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation). In all cases the investigator(s) has control over the timing of the measurement and the variables being measured.

Non-concurrent cohort study
A study in which 2 or more groups of individuals are identified on the basis of common features at different time points. Individuals in each group are classified according to exposure status (exposed or unexposed) at the time the groups existed or were created. They are followed to determine if the development of the outcome of interest is different in the exposed or unexposed groups.

Nested case control study
A study where exposed and control subjects are drawn from the population of a prospective cohort study. Baseline data are obtained at the time the population is identified; the population is then followed over a period of time. The study is then carried out using persons in whom the disease or outcome has developed and a sample of those who have not developed the outcome of interest (controls).

Case control study
A study in which participants are selected based on the known outcome(s) of interest (e.g., disease, injury). Exposure status is then collected based on the participants’ past experiences. Exposure status is compared between the two (or more) groups: those who have the outcome of interest and those who do not have the outcome of interest (controls). This is a retrospective study that collects data on events that have already occurred.

Interrupted time series (without a comparison group)
A study in which multiple observations over time are “interrupted” by an intervention or exposure. There must be at least 3 observations before the intervention and at least 3 observations after the intervention; otherwise, the study is considered a before-after study. The investigator(s) does not assign or have control over the intervention/exposure, which may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation, educational program, service delivery model) but does have control over the timing of the measurement and the variables being measured.

Before-after study
A study of an intervention or exposure in which the investigator(s) compares the outcome(s) of interest both before and after the intervention in the same group of individuals. This includes interventions that may be in the control of the investigator (e.g., a surgical procedure) as well as interventions that may be an environmental variable (e.g., airborne toxin) or administrative assignment (e.g., seatbelt legislation). In all cases the investigator(s) has control over the timing of the measurement and the variables being measured.
**Cross-sectional study**
A study in which both the exposure and the outcome status in a target population are assessed concurrently, that is, at the same point in time or during a brief period of time. The temporal sequence of cause and effect cannot necessarily be determined. They are most commonly used to assess prevalence. A common method for data collection is a survey.

**Non-comparative study**
Examples of this design include:

- A study that presents a description of a single patient or participant. Studies are usually retrospective and typically describe the manifestations, clinical course, and prognosis of the individual.
- A study that describes the experience of a group of patients with a similar diagnosis and/or treatment. Studies are usually retrospective and typically describe the manifestations, clinical course, and prognosis of a condition.
- A study in which data are collected at a series of points in time on the same population to observe trends in the outcome(s) of interest.

**Additional Concepts**

**Cluster**
The term ‘cluster’ refers to a unit of allocation or analysis in a clinical trial. Examples of clusters include hospitals, schools, neighborhoods, or entire communities.

**Cluster randomized controlled trial**
Synonym: community trial; group randomized trial
A randomized controlled trial in which the units of randomization and analysis are groups of people or communities (e.g., classroom, hospital, town). Typically, several communities receive the intervention and several different communities serve as controls.

**Cohort**
The term ‘cohort’ refers to a group of individuals (or other organizational units) who have a common feature when they are assembled (e.g., birth year, place of employment, medical condition, place or time period of medical treatment) and are followed over time. They can be followed prospectively or examined retrospectively.

**Experimental study**
A type of study in which investigators have direct control over the timing, course, and assignment of the intervention. Experimental studies investigate an intervention to determine its effect on the outcome(s) of interest. In an experimental study a population is selected to receive a specific intervention the effects of which are measured by comparing the outcomes in the experimental group with the outcomes of a control group that has received another intervention or placebo. Examples include randomized controlled trial, cluster randomized controlled trial, nonrandomized trial, n-of-one trial. See also observational study.
**Observational study**
A study in which the investigator(s) does not control the exposure/ intervention status of study participants (i.e., the assignment of the intervention or exposure of interest is not under the control of the investigator(s)). The simplest form of observational study is the case report or case series, which describes the clinical course of individuals with a particular condition or diagnosis. Observational studies include descriptive and analytic studies. See also experimental study.

**Quasi-experimental study**
A type of study in which the investigator(s) evaluates the effect of an intervention but does not have full control over the timing, course, or allocation of the intervention. They are often used when it is not possible to conduct a true experimental study.
Appendix H. Top Ranked Classification Tools
Design Algorithm for Studies of Health Care Interventions
*This algorithm was updated in the Fall of 2010. The updated version is available at: http://www.adaevidencelibrary.com/topic.cfm?cat=1315
EXPERIMENTAL STUDIES (TRIALS):
Investigators administer intervention

RCTs
- double blinded
- single-blinded
- open-label

Controlled Trial
- quasi randomized
- non-randomized

Uncontrolled Trial
- before-after study
- time series

OBSERVATIONAL STUDIES

Cohort Studies compare “exposed” to “unexposed”
- prospective
- retrospective

Case-control studies start with outcome and match cases with controls to determine differences in exposure

Cross-sectional studies provide a “snapshot” to determine prevalence of outcome and exposure at the same time

DESCRIPTIVE STUDIES

Case series describes a number of (consecutive) cases retrospectively

Case report describes an individual case
Did the study compare two (or more) groups?

- Yes
  - Did investigators assign intervention (exposure)?
    - Yes
      - Random allocation of intervention?
        - Yes
          - RCT
        - No
          - Nonrandomized controlled trial
    - No
      - Were the groups defined by intervention or outcome?
        - Yes
          - Intervention
            - Cohort study
        - No
          - Outcome
            - Case control Study
- No
  - Did investigators assign intervention (exposure)?
    - Yes
      - Did investigators follow study population prospectively?
        - Yes
          - Did the study assess outcomes and intervention at the same time in the same population?
            - Yes
              - Cross-sectional study
            - No
              - Did the study report outcome(s) of patient(s) retrospectively?
                - Yes
                  - Case series
                - No
                  - Case report
        - No
          - Multiple measurements made before, during, and after the intervention?
            - Yes
              - Time Series
            - No
              - Before-After Study
Accompanying Glossary for RTI-UNC Algorithm

Analytic Studies
Analytic studies are designed to examine causal associations (e.g. treatment efficacy). Investigators assemble groups of individuals for the specific purpose of determining a cause-effect relationship. Analytic studies employ control groups to compare exposed (i.e. treated) to unexposed groups (e.g. placebo) to determine differences in outcomes. In head-to-head studies, outcomes of two or more different exposures (treatments) are assessed. Analytic studies can be divided into two broad design strategies: experimental studies and observational studies.

Before-After Study (Pre-post Study)
Investigators administer intervention and follow participants prospectively. Patients serve as their own controls, that is, the patients’ pre-data is compared with the same patients’ post-data. If multiple outcome measurements are conducted during the follow-up period the study becomes a time series. Regression to the mean and non-specific effects of procedures threaten the validity of before and after studies and can cause misleading inferences.

Case Control Study
Case control studies identify patients with and without a given outcome (cases and controls, respectively). Patient characteristics should be similar and controls must be representative of those individuals who would have been selected as cases, had they developed the disease. Investigators look back in time and determine the exposure status for cases and controls. Case-control studies are always retrospective.

Case Report
Case reports present outcomes of individual cases (disease at an individual level) Often they report rare or new diseases or rare outcomes. Case reports can be valuable for assessing rare but severe adverse events.

Case Series
Case series aggregate individual cases in one report. Case series are defined by a group of people with similar diagnoses or undergoing the same procedure over time. Case series are aggregated retrospectively using registries or clinical records. Ideally, case series report on consecutive cases of a well-described study population with a well-defined intervention using validated outcome measures. Prospective case series resemble before-after studies or time series. Case series are useful for hypothesis generation, improved case definition, or detection of rare adverse events. Case series do not have comparison groups and therefore cannot test treatment efficacy. Historical controls often differ in co-interventions and other baseline characteristics and can be misleading.

Cohort Study
A cohort study follows two or more groups from exposure to outcome. Groups are defined by being exposed or unexposed. Ideally, groups are similar with respect to all other patient characteristics except exposure. Cohort studies can be prospective or retrospective. In prospective cohort studies, participants
are tracked forward in time (investigators age with participants). In retrospective cohort studies, investigators look backward to choose cohorts.

**Cross-sectional Study**
Cross-sectional studies examine the relationship between disease and other variables of interest at one particular point in time ("snapshot"). Cross-sectional studies are most commonly used to assess prevalence data. A common format is surveys.

**Descriptive Studies**
Descriptive studies provide a better understanding of the general characteristics of a disease or treatment. They are important for hypothesis generation and are often the first emerging evidence. Descriptive studies use information from various sources such as census data, registries or clinical records. They do not have comparison groups and therefore do not allow assessments of association (i.e. relative risks [benefits], odds ratios, absolute and relative risk reductions). Furthermore, descriptive studies cannot provide any evidence about causation or treatment efficacy. Two main types of descriptive treatment studies exist: Case reports or case series; and cross sectional studies of individuals.

**Experimental Studies (Trials)**
A study in which investigators assign the intervention and follow study participants prospectively to assess differences in outcomes. Experimental studies are RCTs, nonrandomized controlled trials, before-after studies, and time series. Experimental studies are conducted prospectively.

**Nonrandomized Controlled Trials**
Investigators assign the intervention and have control over the allocation of participants to groups (no underlying random process). Selection bias is frequently an issue in nonrandomized studies.

**Observational Studies (non-experimental studies)**
Investigators do not assign an intervention but rather observe groups with and without an intervention. Observational studies can be conducted prospectively (investigator ages with the participants) or retrospectively.

**Randomized Controlled Trial (RCT)**
Participants are randomly allocated to intervention or control and followed over time to assess differences in outcomes. Randomization and allocation concealment (i.e. allocation of the randomization sequence) ensures that known and unknown prognostic factors (confounders) are distributed equally between groups. RCTs are considered the gold standard to assess treatment effects. RCTs can be blinded (masked) or unblinded. Except for outcomes that do not involve any subjective judgment (e.g. overall mortality: death–no death) blinding of outcomes assessors, patients, and health care providers is important to minimize measurement bias. A disadvantage of RCTs is that study populations are often highly selected and results therefore sometimes lack generalizability (external validity).

**Time Series**
Investigators administer intervention and follow participants prospectively. Patients serve as their own controls, that is, the patients’ pre-data are compared with the same patients during and after the intervention. Multiple outcome measurements are conducted during the follow-up period of the study.
Regression to the mean and non-specific effects of procedures threaten the validity of time series and can cause misleading inferences.

**Uncontrolled Trial**
Investigators assign intervention without a control group. Depending on the timing of the outcomes assessments uncontrolled trials can be before-after studies or time series.