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Detection of Associations Between Trial Quality and Effect Sizes

Structured Abstract

Objectives. To examine associations between a set of trial quality criteria and effect sizes and to explore factors influencing the detection of associations in meta-epidemiological datasets.

Data Sources. The analyses are based on four meta-epidemiological datasets. These datasets consist of a number of meta-analyses; each contained between 100 and 216 controlled trials. These datasets have “known” qualities, as they were used in published research to investigate associations between quality and effect sizes. In addition, we created datasets using Monte Carlo simulation methods to examine their properties.

Review Methods. We identified treatment effect meta-analyses and included trials and extracted treatment effects for four meta-epidemiological datasets. We assessed quality and risk of bias indicators with 11 Cochrane Back Review Group (CBRG) criteria. In addition, we applied the Jadad criteria, criteria proposed by Schulz (e.g., allocation concealment), and the Cochrane Risk of Bias tool. We investigated the effect of individual criteria and quantitative summary scores on the reported treatment effect sizes. We explored potential reasons for differences in associations across different meta-epidemiological datasets, clinical fields and individual meta-analyses. We investigated factors that influence the power to detect associations between quality and effect sizes in Monte Carlo simulations.

Results. Associations between quality and effect sizes were small, e.g. the ratio of odds ratios (ROR) for unconcealed (vs. concealed) trials was 0.89 (95% CI: 0.73, 1.09, n.s.), but consistent across the CBRG criteria. Based on a quantitative summary score, a cut-off of six or more criteria met (out of 11) differentiated low- and high-quality trials best with lower quality trials reporting larger treatment effects (ROR 0.86, 95% CI: 0.70, 1.06, n.s.). Results for evidence of bias varied between datasets, clinical fields, and individual meta-analyses. The simulations showed that the power to detect quality effects is, to a large extent, determined by the degree of residual heterogeneity present in the dataset.

Conclusions. Although trial quality may explain some amount of heterogeneity across trial results in meta-analyses, the amount of additional heterogeneity in effect sizes is a crucial factor in determining when associations between quality and effect sizes can be detected. Detecting quality moderator effects requires more statistically powerful analyses than are employed in most investigations.
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Executive Summary

Background

Trial design and execution factors are potentially associated with bias in the effect sizes reported for randomized controlled trials. Bias is defined as a systematic deviation of the estimated treatment effect from the true (or population) value. Although a number of factors have been proposed to be associated with bias, an actual association has been empirically confirmed for only a few and the literature shows some conflicting results regarding the association of quality features and effect sizes. Little is known about moderators and confounders that might predict when quality features (or the lack thereof) influence results of research studies and which factors moderate the detection of associations.

In previous research (Hempel et al., 2011), we investigated the effect of the individual criteria used by the Cochrane Back Review Group (CBRG) and a quantitative summary score derived from the criteria. The set covers established criteria internal validity and quality of the reporting criteria as well as quality indicators that have rarely been assessed or shown to be indicators of bias. Previous results showed that the criteria, in particular when combined as a quantitative summary score, differentiated high and low quality trials in two out of three meta-epidemiological datasets which comprised a number of individual meta-analyses and included trials. High- and low-quality trials, as measured by the selected criteria, showed a trend for differences in reported effect sizes, with low quality trials exaggerating treatment effects. In order to continue to test the generalizability of quality criteria and the situations where they may be most useful, we expanded our analytic capability by including a new meta-epidemiological dataset in our analyses and investigated factors that may explain when quality is associated with effect size and when these associations can be detected in datasets.

The association between quality features and effect sizes is complex, and the conditions in which quality is most likely to be associated with bias warrant further exploration. We expect our results to contribute empirical evidence to the continuing professional debate about the appropriate role of quality criteria in systematic reviews of randomized controlled trials.

Objectives and Key Questions

The objectives of the project were to examine associations between individual and summary indicators of trial quality and effect sizes and to explore factors influencing the detection of associations in meta-epidemiological datasets. The selected quality criteria address design and execution factors of the trial as well as the quality of the reporting. We are interested in the association between trial quality criteria and the size of the reported treatment effect; that is, whether trials meeting the quality criteria reported different treatment effects than trials not meeting quality criteria. The project aimed to answer the following questions:

- Are the selected quality criteria, individually as well as combined, useful as indicators of bias in diverse clinical contexts? The usefulness was operationalized as predictive validity – whether meeting or not meeting the quality criteria is associated with differential effect sizes in treatment effect trials.
- Which factors influence the presence and the detection of associations between quality and effect sizes? The question was investigated in empirical meta-epidemiological datasets as well as Monte Carlo simulation models.
Methods

Association Between Quality and Effect Sizes in Empirical Datasets

We applied 11 quality criteria to 4 large meta-epidemiological datasets. These datasets included a variety of meta-analyses covering a wide range of clinical fields. Each meta-analysis contributed between 3 and 45 individual trials. The first dataset was derived from all CBRG reviews of non-surgical treatment for non-specific low back pain in the Cochrane Library 2005, issue 3; the dataset included 216 individual trials. For the second dataset we searched prior systematic reviews and meta-analyses conducted by Agency for Healthcare Research and Quality (AHRQ)-funded Evidence-based Practice Centers (EPCs) with the goal of assembling a dataset with a wide range of clinical topics and interventions; this dataset included 165 trials. The third dataset was obtained by replicating a selection of trials used in a published meta-epidemiological study that demonstrated associations between quality and the size of treatment effects; this dataset included 100 trials. For the purpose of this report we assembled an additional dataset with ‘known qualities’. This fourth dataset was based on another published meta-epidemiological dataset. One of the selection criteria for the trials that were included in this dataset was that meta-analyses used to establish the dataset had to report evidence of heterogeneity across trials.

We assessed quality criteria and risk of bias indicators for all included trials. We used the CBRG quality criteria, which cover 11 quality features (generation of the randomization sequence, concealment of treatment allocation, similarity of baseline values, blinding of outcome assessors, blinding of care providers, blinding of patients, acceptable dropout rate and stated reasons for withdrawals, intention-to-treat analysis, similarity of co-interventions, acceptable compliance, and similar timing of outcome assessment. In addition, we applied the Jadad criteria (randomization, blinding, withdrawals and dropouts, total score), criteria proposed by Schulz (concealment of treatment allocation, sequence generation, inclusion in the analysis of all randomized participants, double blinding), and the Cochrane Risk of Bias tool (sequence generation; allocation concealment; blinding of participants, personnel and outcome assessors; incomplete outcome data; selective outcome reporting; other sources of bias; overall risk of bias).

For all datasets we calculated odds ratios for datasets with dichotomous outcomes and effect sizes for datasets with continuous outcomes. We investigated associations between quality and reported treatment effects in meta-regression by calculating the differences in effect sizes or ratios of odds ratios (ROR) of trials meeting quality criteria compared with those that did not. A negative effect size difference indicated that trials meeting quality criteria (high-quality trials) reported smaller effect sizes and a ROR less than 1 indicates that high-quality trials reported a smaller treatment effect compared with those trials that did not meet the quality criteria.

Heterogeneity and Effect Size Distributions

In a further analysis we explored the heterogeneity and effect size distribution shown in the different datasets. The meta-epidemiological datasets comprise different meta-analyses that each contain individual trials. We used $I^2$ to measure the percent of variation across trials in each meta-analysis datasets that is due to heterogeneity. In addition, we computed $I^2$ estimates across all trials at the meta-epidemiological dataset level as an indicator of the variation represented by the datasets. In order to address the variation in distributions found across datasets, we aimed to
sample individual datasets to mirror plotted distributions found in the various analyzed datasets. We used a non-parametric approach and ranked the studies included in dataset 1 and dataset 2 from the smallest to the largest effect size. We then matched them and assigned dataset 2 effect sizes to the dataset 1 quality criteria based on the rankings of the effect sizes within the datasets.

**Monte Carlo Simulations**

Finally, we created datasets by Monte Carlo simulation methods to systematically explore factors that influence the power to detect an association between quality and effect sizes in meta-epidemiological datasets. We determined the properties of the sampling distribution of the meta-regression estimates under different conditions to determine the factors that influence the likelihood of detecting associations between quality and effect sizes. We generated data sampled from populations that matched three meta-epidemiological datasets in terms of number of trials, sample size per trial and level of heterogeneity in the overall dataset. For each of the datasets we systematically altered two parameters: First, we randomly generated populations with quality effects of 0.1 and 0.2 (effect size differences between high and low quality trials). We modeled heterogeneity by adding a variance parameter to the simulations – each meta-analysis was comprised of studies sampled from a population with a specified effect size. Effect sizes were generated at the study level, and then (for heterogeneity) a random parameter was added to the effect size, to introduce population level heterogeneity. We used a heterogeneity value that matched observed results in the empirical datasets. To model reduced heterogeneity we halved the value of the parameter that was added and in addition used a heterogeneity parameter of zero. Outcome data were then generated for individual trial participants in for intervention and control groups for each trial, with 50 percent of individuals assigned to each group. This gave 3 (levels of heterogeneity) × 2 (quality effects) = 6 cells in the simulation for each dataset. For each of these cells in the simulation we generated and analyzed 1000 datasets. A function was written in R version 2.12 to generate data, analyze simulations, and aggregate results.

**Results**

**Association Between Quality and Effect Sizes in Empirical Datasets**

Results for evidence of bias varied between meta-epidemiological datasets, clinical fields, and individual meta-analyses. In the new empirical dataset (‘Heterogeneity set’) compiled specifically for this report, associations between CBRG criteria and effect sizes were small, for example the ROR between unconcealed and concealed trials was 0.89 (95% CI: 0.73, 1.09). None of the associations was statistically significant but the large majority of RORs indicated that trials that did not meet investigated quality criteria such as concealment of treatment allocation, similarity of baseline values, blinding of outcome assessors, blinding of care providers, blinding of patients, use of intention-to-treat analysis, similarity of co-interventions, and similar timing of outcome assessment reported slightly larger treatment effects. Results for other published quality criteria and risk of bias indicators applied in parallel showed similar results.

Based on a quantitative summary score for the CBRG criteria, the data for the new meta-epidemiological dataset showed that a cut-off of six or more criteria met (out of 11) differentiated high- and low-quality trials best (ROR 0.86; 95% CI: 0.70, 1.06). Similarly, in two
of the other meta-epidemiological datasets a cut-off of five or six criteria showed the largest differences in effect sizes (e.g., cut-off 5 criteria met, effect size difference -20, 95% CI: -0.34, -0.06 and ROR 0.79, 95% CI: 0.63, 0.95) while one dataset showed no effect of quality (effect size difference 0.02, 95% CI: -0.015, 0.062). The difference in reported treatment effects based on the quantitative summary score only marginally exceeded those of individually criteria and the difference was not statistically significant in this new dataset. Across datasets, most consistent associations between quality and effect sizes were found for allocation concealment with concealed trials showing smaller treatment effects.

In individual meta-analyses that constituted each meta-epidemiological datasets, high-quality trials were sometimes associated with smaller reported effect sizes and sometimes with the opposite effect (associated with larger effect sizes). A correction for clustering by meta-analysis had no noticeable effect on estimates of the associations between quality and effect sizes.

Based on these results, it cannot be determined whether the proposed extended list of quality criteria should be applied regularly when judging the quality of studies (key question 1). However, in order to evaluate this finding, it is important to know the quality of the applied test and whether the lack of observed effect indicates conclusively that trial quality is not associated with reported effect sizes.

### Heterogeneity and Effect Size Distributions

The amount of heterogeneity in dataset 1 estimated by $I^2$ ranged from 8.9 to 85.3 percent in individual trials and the overall estimated heterogeneity for the entire dataset was 72.4 percent. In dataset 2 (EPC reports), individual $I^2$ estimates were generally higher and ranged from 26.2 to 99.4 percent and the overall dataset estimate was 97.5 percent. Several meta-analyses in dataset 3 ‘Pro-bias’ showed no evidence of heterogeneity; the overall dataset heterogeneity estimate was 59.6 percent. Some individual estimates were not statistically significant in dataset 4 (‘Heterogeneity set’) and the overall database estimate was 60 percent, which was comparable to dataset 1 and 3, although heterogeneity across studies was one of the explicit inclusion criteria for the selection of meta-analyses that were compiled for this dataset.

The effect size distributions varied across meta-epidemiological datasets; in particular the dataset 2 (EPC reports) distribution was less symmetric and bell-shaped than those of the other datasets. To investigate whether the distribution characteristics are correlated with the difference in associations between quality and effect sizes between datasets, we used a non-parametric sampling approach to mirror the distribution of dataset 2 in other datasets. The effect size histograms showed that the sampling method was successful in creating a similar distribution shape. With regard to associations between quality and effect sizes, dataset 1 (Back pain) which had originally shown consistent effects of quality now showed conflicting results—some criteria were associated with effect sizes, some were not, and the direction of effects varied across quality criteria. To investigate whether this observation could be replicated in another dataset, we applied the process to dataset 3 (‘Pro-bias’). The difference between the original data and the new data was less clear in this dataset. This finding may in part be due to inconsistencies across quality criteria that had appeared in the original data and in part to the fact that it is difficult to compare ratios of odds ratios and effect sizes.
Monte Carlo Simulations

Trial quality is typically explored as a potential source of heterogeneity across trials; however, the simulation analyses show that additional heterogeneity can reduce the power to detect statistically significant trial quality effects (key question 2).

In Monte Carlo simulations designed to reflect the characteristics of the empirical datasets, power to detect quality moderator effects in three sets of data was variable, and for many datasets of study parameters power was low. Even large quality effects mirroring substantial differences in reported treatment effects between high- and low-quality trials, in simulations set up to maximize statistical power (by assigning 50 percent of trials to high quality and 50 percent to low quality) could not be detected in the presence of a large amount of additional heterogeneity across trials, that is heterogeneity not due to quality.

These results indicate that failure to detect quality effects should not be taken as evidence that there are no quality effects. Furthermore, based on our analyses, individual meta-analyses should include steps to minimize heterogeneity through the inclusion of additional study level covariates. These refinements can reduce unexplained heterogeneity and thereby aid the investigation of quality effects and the potential for bias.

Future Research

Our analyses have shown that it is challenging to detect effects of study quality on reported treatment effects. This is the case for individual meta-analyses as well as meta-epidemiological datasets. From this it follows that the failure to detect a statistically significant quality effect should not be interpreted as meaning that a quality effect is not present.

Future studies that investigate the effects of quality as a moderator of outcomes in randomized trials should take steps to ensure that unexplained heterogeneity is minimized. In meta-epidemiological datasets, minimizing heterogeneity can be achieved though many means (e.g., utilizing a larger number of trials). Following our analyses, individual meta-analyses might achieve an adequate level of heterogeneity through the inclusion of additional study-level covariates when investigating the association between trial quality and effect sizes.

More empirical evidence is needed to determine which quality features are likely to influence reported effect sizes, and under which conditions. This question is of particular importance for the critical appraisal of systematic reviews when aiming to summarize the existing evidence appropriately.

Conclusion

Although trial quality may explain some amount of heterogeneity across trial results in meta-analyses, the amount of additional heterogeneity in effect sizes is a crucial factor determining when associations between quality and effect sizes can be detected. Detecting quality moderator effects requires more statistically powerful analyses than are employed in many investigations.
Introduction

Background and Scope

For evidence syntheses that systematic reviews provide, the critical appraisal of studies is an important process. The quality of the evidence and the potential for bias in reported results should be taken into account when evaluating individual studies or the overall existing evidence base. Variation in the quality of studies may also explain differences in individual study results across studies. The quality of studies is routinely assessed in meta-analyses as a potential source of heterogeneity; that is, variation in study results across different studies. For researchers preparing overviews and policy makers utilizing these evidence overviews, it is important to know which features, if any, are most likely to distort study results. However, associations between study quality and effect sizes are complex, empirical evidence of bias has been established only for selected quality criteria, and open questions regarding the presence and detection of bias should be explored further.

A large number of individual quality criteria and quality checklists or scales have been proposed for controlled trials (see e.g. Moja, Telaro D’Amico, et al. 2005; West, King, Carey, et al., 2002). These tools cover primarily potential threats to the internal validity of the trial methodology. Juni et al. (2001) differentiate dimensions related to selection bias (e.g. inadequate randomization), to performance and detection bias (e.g. outcome assessors not blind to the intervention allocation), and to attrition bias (e.g., deviations from the randomization protocol and analysis exclusions). The assessment of the methodological quality of a trial is closely linked to the quality of the reporting. Typically, only the information reported in the publication on the trial is available to the reader to judge the quality of the trial. Quality can also relate to the external validity of studies which refers to the generalizability of study results; quality is undoubtedly a multidimensional concept (Juni et al., 2001), definitions vary, and there is little consensus on its scope.

Quality checklists typically provide a selection of quality features that are scored individually. In addition, quality scales provide a total quality score, a quantitative summary score derived from the individual criteria either by summing up individual features (giving equal weights to each feature) or by putting more emphasis on selected features. Existing quality checklists and scales address primarily the conduct of the individual study or its research methodology and concern the internal validity of the research study, but frequently include also other quality aspects such as the quality of the reporting of trial evaluation. Jadad and colleagues (Jadad, Moore, Carroll et al., 1996) proposed a scale of 0 to 5 to evaluate RCTs with low and high internal validity in pain research. The Jadad scale, based on three criteria (randomization, double-blinding, and a description of dropouts), is widely used as a summary quality measure of RCTs. A central criterion, the concealment of treatment allocation, was introduced by Schulz et al. (1995) and is widely used in addition to the criteria proposed by Jadad et al. (1996).

Design and execution factors of randomized controlled trials (RCTs) are widely believed to be associated with the treatment effects reported for those studies. This association is an indicator of bias. We define bias as a systematic deviation of an estimate, in this case the deviation of the estimated treatment effect from the true value. More factors have been proposed to be related to bias than have actually been confirmed by systematic examination of associations between quality and reported treatment effects. When assessing the quality of trials it is assumed that the conduct of the research methodology may influence the result that is obtained by the
trial. The study methodology appears to distort the true value expected to be shown in the study. There is evidence for some methodological variables showing that low quality trials exaggerate treatment effects. Colditz, Miller, and Mosteller (1989) found RCTs to have smaller effect sizes than non-RCTs in trials of surgical therapy, and RCTs that were double-blind had smaller effect sizes than non-blinded trials of medical therapy. Schulz, Chalmers, Hayes et al. (1995) reported that inadequate concealment of allocation accounted for a substantial increase in effect sizes. The lack of double blinding was also shown to be associated with an increase in reported treatment effect. Moher, Pham, Jones, et al. (1998) used Jadad’s scale and Schulz’s “concealment of allocation” in a large study that assessed 11 meta-analyses (including 127 RCTs). All trials were scored and the meta-analyses replicated. Low-quality trials were associated with an increased treatment estimate compared with high-quality trials. Studies with inadequate treatment allocation concealment also showed an increased effect size compared to concealed trials. Juni, Altman, and Egger (2001) have summarized the data from Schulz et al. (1995), Moher et al. (1998), Kjaergard, Villumsen, and Gluud (1999) and Juni, Tallon, Egger, et al. (2000) in a pooled analysis, and provide evidence for associations of effect sizes with allocation concealment and double blinding, whereas the generation of treatment allocation did not show a statistically significant effect across datasets. Allocation concealment may show the most consistent associations with effect sizes (Hempel et al., 2011; Kjaergard, Villumsen, & Gluud, 2008).

The quality of individual trials is of particular importance to systematic reviews. Reviews that aim to summarize the available evidence adequately are particularly affected by results that depend on the quality of the trial. The methodological quality of studies included in a systematic review can have a substantial impact on treatment effect estimates (Verhagen, de Vet, de Bie, Boers, & van den Brandt, 2001). Pildal, Hrobjartsson, Jorgensen, et al. (2007) outline the potential consequences for meta-analysis conclusions. When only trials with adequate concealment were included in meta-analyses, two-thirds lost statistical significance of the primary result, primarily due to loss of power (as a result of a smaller sample size) but also due to a shift in the point estimate towards a less beneficial effect. These studies provide data on quantifying the risk of bias associated with individual or sets of quality criteria.

The 2008 Cochrane Handbook (Higgins and Green, 2008) introduced a Risk of Bias tool that suggested the assessment of the randomization sequence generation, the concealment of treatment allocation, blinding, the adequate handling of incomplete outcome data, selective outcome reporting, and other sources of bias. These criteria were selected based on the existing evidence for bias; that is, an association between quality criteria and effect sizes, and the tool is much more comprehensive than many existing quality checklists. The tool also refrains from using a quantitative summary score approach for an overall assessment of the risk of bias of the study and suggests that reviewers take the individual quality domains into account and use their judgment to decide which domains are crucial for the evaluation. However, the inter-rater reliability of these judgments may be limited (Hartling et al., 2009). Furthermore, the tool explicitly put more emphasis on individual outcomes and suggested that the potential for bias should be assessed for each individual outcome rather than assessing the study’s overall quality or overall risk of bias.

The Cochrane Back Review Group (CBRG) Editorial Board developed an 11-item criteria list in an expert-guided process for the assessment of trials included in Cochrane reviews by the group. The items cover established quality criteria (allocation concealment, blinding) as well as criteria for which the potential for bias has rarely been investigated or existing investigations
showed conflicting results (e.g., similarity of co-interventions, compliance). The tool addresses aspects of internal validity of trials as well as the quality of the reporting. These quality criteria showed consistent influences on effect sizes of trials reporting interventions for back pain (van Tulder, Suttorp, Morton, et al., 2009). In addition, a quantitative summary score of 0 to 11, based on the 11-item list, was applied as a measure of overall internal validity. A cut-off of 5 or 6 criteria met (out of 11) differentiated high and low quality trials best (that is showing the largest difference in effect sizes between high- and low-quality studies). When applying the criteria to other datasets, we found mixed results (Hempel et al., 2011). Associations between individual as well as sum scores were found in one out of two additional datasets of interventions covering a wide range of clinical areas.

**Presence and Detection of Associations Between Quality and Effect Sizes**

The variation in associations between quality and reported effect sizes across datasets raises several questions. In our analyses, we found that in one meta-epidemiological dataset the extended list quality criteria (CBRG quality criteria set) did not appear to be useful in differentiating high and low quality studies, meaning that effect sizes were not consistently higher in studies not meeting quality criteria across the CBRG criteria compared with studies meeting the criteria. However, in this same dataset, even well established individual criteria such as blinding, as well as summary scores such as the Jadad score or the CBRG summary score, showed no associations with effect sizes. The dataset included meta-analyses of EPC reports covering a wide range of clinical fields (Hempel et al., 2011). From this result it can be concluded that either the CBRG criteria did not apply to the trials present in the dataset or that other factors inherent in the dataset influenced either the presence or the detection of associations between quality and effect sizes. Similarly, Emerson, Burdick, Hoaglin, et al. (1990) found no relationship between a consensus-developed quality scale (0 to 100 points) and treatment effect differences. Balk, Bonis, Moskowitz, et al. (2002) applied 24 existing quality measures and assessed a number of meta-analyses involving 276 RCTs. The study found no indication of bias; individual quality measures were not reliably associated with the strength of treatment effect across studies and clinical areas.

The association between quality features and effect sizes may vary across datasets according to factors yet to be explored. Investigating moderators and confounders that may influence the association between quality and effect sizes (or its detection) and that may explain some of the conflicting results shown in the literature, is a new and evolving field. The following two paragraphs outline factors that have been discussed in the literature and that may influence the shown association between quality and effect sizes in meta-analyses and meta-epidemiological datasets.

Among other factors, it has to be taken into account that critical appraisal in systematic reviews is based on reported information. The information reported depends on the information authors choose to report, which is likely influenced by the word limits that many journals impose, which may make it impossible for authors to fully explain the trial methodology. Reported characteristics depend to some extend on the convention at the time of publishing and journal requirements. The publication of the Consort Statement (Begg et al., 1996) provides much-needed guidance for authors to enable them to standardize and improve the reporting of RCTs.
Another factor to consider is that not much is known about the reliability of the assessment process. Few tools have been psychometrically evaluated. The Jadad scale is one of the few tools with known inter-rater reliability (Jadad et al., 1996). Recently, the Cochrane Risk of Bias tool has been evaluated (Hartling et al., 2009), and the results indicate that more guidance is needed in order for reviewers to agree about the risk of bias in studies, particularly when global assessments about the overall risk of bias are performed. However, the reliability of critical appraisals as part of systematic reviews is largely unknown and the inter-rater agreement between individual ratings may be a poor estimate. Typically, in systematic reviews, reconciled ratings are used, where discrepancies between two or more independent reviewer assessments are discussed and reconciled. These reconciled ratings should reduce individual reviewer errors, that is, random errors, and also, to some extent, individual reviewer bias.

Furthermore, whether reported results are prone to bias or whether bias can be shown might be a characteristic of the outcome or the intervention. Wood, Egger, Gluud, et al. (2008) used three datasets of meta-epidemiological studies, that is, studies investigating the associations of quality features and effect sizes (Schulz, Chalmers, 1995, Kjaergard, Villumsen, 2001, Egger, Juni, 2003). The group investigated whether the nature of the intervention and the type of outcome measures influence the effect of allocation concealment and blinding. They found that trials using subjective outcomes showed exaggerated effect sizes when there was inadequate or unclear allocation concealment or lack of blinding. In trials using objective outcomes such as mortality, the association of quality with trial results was negligible. Differentiating drug interventions and non-drug interventions, which was explored in a further analysis, indicated no significant differences on the effect on allocation concealment or blinding.

Other factors that are inherent to datasets may influence our ability to detect effects of trial quality. In a previous AHRQ report on empirical evidence for associations between quality and effect sizes (Hempel et al., 2011) we outlined a number of factors, such as the size of the treatment effect, the condition being treated, the type of outcome measure, and the variation in effect sizes, within the dataset that may potentially influence when quality effects lead to bias and whether the association can be detected in a dataset. The role of some of these factors can be explored in datasets of “known quality”—published datasets where basic characteristics have already been established. Some of the factors and their effects can be tested by using simulations of meta-analyses. Simulations have rarely been applied to meta-analytic questions but can be a powerful tool in systematically assessing the effects of hypothesized factors (e.g., Field, 2001; Field, 2005; Morton, Adams, Suttorp et al., 2004).

To pursue these open questions we combined the use of different meta-epidemiological datasets with “known qualities” and simulation methods for this report.

Objectives and Key Questions
The objectives of the project were to examine associations between individual and summary indicators of trial quality and effect sizes and to explore factors influencing the detection of associations in meta-epidemiological datasets. The selected quality criteria addressed design and execution factors of the trial as well as the quality of the reporting. For this project we are interested in the association between trial quality criteria and the size of the reported treatment effect. The project aimed to answer the following questions:

- Are the selected quality criteria, individually as well as combined, useful as indicators of bias in diverse clinical contexts? The usefulness was operationalized as predictive
validity – whether meeting or not meeting the quality criteria is associated with
differential effect sizes in treatment effect trials.

- Which factors influence the presence and the detection of associations between quality
  and effect sizes? The question was investigated in empirical meta-epidemiological
datasets as well as Monte Carlo simulation models.

We expect our results to contribute empirical evidence to the continuing professional debate
about the appropriate role of quality criteria in systematic reviews of RCTs.

Analytic Framework

We tested the hypothesis that the investigated quality criteria show an association with
reported effect sizes in different meta-epidemiological datasets and individual clinical areas and
meta-analyses. In addition, we investigated moderating factors (such as the effect of
heterogeneity and the effect size distribution) that might influence the detection of theses
associations.

Figure 1 represents the underlying assumptions.

Figure 1. Analytic framework: presence and detection of associations between trial quality and
effect sizes

The figure shows a simplified diagrammatic representation of the assumption that there is an
association between quality features of research studies and the size of the treatment effect
reported for the study. This association is represented by the bold arrow. The arrows in the figure
indicate the direction of effects, for example quality is assumed to influence the effect sizes (as
opposed to an assumption of trial effect sizes influencing the quality of a trial). Each quality
criterion is either individually linked to effect sizes or contributes to a quality score that is a
composite of individual criteria.

Effect sizes are influenced by many variables in addition to the methodological quality of the
research design and the way the study is conducted. The figure depicts the assumption that other
variables apart from quality will influence effect sizes; in the regression equation, these are
referred to as error. These other variables include the true effect of the intervention, as other
potential influences and measurement error; these variables are termed other determinants.
Quality variables may explain part of the reported effect sizes but there are other and possibly
more important factors that are not quality related (e.g., the efficacy of the treatment).

In addition, we assume that there are factors (moderators) that influence the detection of
associations between methodological quality and the reported effect size, represented by the
vertical arrows. These factors determine whether an association can be observed in empirical investigations. Potential factors are the size of the treatment effect, issues related to the condition being treated, the type of outcome measure, the variance in effect sizes across included trials (heterogeneity) or distribution characteristics of quality criteria and effect sizes.

The diagram also shows assumptions that need to be made regarding the relationship between these variables, namely that both quality and other factors (such as efficacy) must not be related to the random error that is associated with each study. For example, if there were a factor that predicts both the effect size of a study and the quality of that study there would a relationship between quality and effect size; however, this would be caused by the fact that there was a common cause, and hence the analysis makes the assumption that these variables are unrelated.
Methods

Quality Criteria

We applied the CBRG Internal Validity criteria (van Tulder et al., 2003) to individual trials included in a dataset. In addition, we used the Jadad scale (Jadad et al., 1996), criteria proposed by Schulz et al. (1995), and the Cochrane Risk of Bias tool (Higgins & Green, 2008). The items and the scoring guideline are shown in the appendix. The criteria address the internal validity of the trials, design and execution factors, and the adequacy of the reporting of the trial.

CBRG Internal Validity Criteria

We applied the 11 CBRG Internal Validity criteria (van Tulder et al., 2003) that appeared very promising in the quality scoring of Cochrane back reviews. The individual criteria address the adequacy of the randomization sequence generation, concealment of treatment allocation, baseline similarity of treatment groups, outcome assessor blinding, care provider blinding, patient blinding, adequacy and description of the dropout rate, analysis according to originally assigned group (intention-to-treat [ITT] analysis), similarity of co-interventions, adequacy of compliance, and similar assessment timing across groups.

The items are scored ‘Yes,’ ‘No,’ and ‘Unclear.’ There is guidance for the appropriateness of each answer category (see appendix for the full scoring instructions). For example, assessor blinding is scored positively when assessors were either explicitly blinded or the assessor is clearly not aware of the treatment allocation (e.g., in automated test result analysis). A number of items are typically defined according to the clinical field, that is, in order to select the most relevant variable to adequately judge baseline comparability or to determine thresholds for dropouts that are adequate for the individual clinical field.

Jadad Scale

In addition, we applied the Jadad scale (Jadad et al., 1996) as one established measure of study quality. Use of this scale entails the assessment of the presence and quality of the randomization procedure (0 to 2 points), the presence and quality of double-blinding procedure (0 to 2 points), and the description of withdrawals (0 to 1 point). The items are summed, with summary scores ranging from 0 to 5.

Schulz’s Criteria

For comparison reasons, we also used criteria proposed by Schulz et al. (1995), operationalized as in the original publications. Schulz introduced the assessment of the concealment of treatment allocation, a dimension that showed the most consistent differences in high- and low-quality studies in previous analyses. In addition, the generation of the allocation sequence, the inclusion in the analysis of all randomized participants, and the reporting of double blinding are scored as present or not.

Cochrane Risk of Bias Tool

Finally, we also applied the Cochrane Risk of Bias tool, a widely used tool to assess RCTs published in the 2008 version of the Cochrane Handbook for Systematic Reviews of Interventions (Higgins & Green, 2008). The quality features that were assessed were whether the
allocation sequence was adequately generated, whether the allocation was adequately concealed, whether knowledge of the allocated treatment was adequately prevented during the study (blinding), whether incomplete outcome data were adequately addressed, whether the reports of the study are free of suggestion of selective outcome reporting, and whether the study was apparently free of other problems that could put it at a high risk of bias. Finally, the reviewers assessed the overall risk of bias of each study, expressed as high, low, or unclear. The Cochrane Risk of Bias Tool has since been revised and now distinguishes assessor blinding from blinding of participants and personnel (Higgins & Gree, 2011).

The table below (Table 1) shows the quality domains that are represented in the different critical appraisal instruments that were applied in parallel. The individual interpretation of the quality domains, that is the operationalization and scoring instructions, vary across instruments and are shown in full in the appendix. Some translations address the reporting of the trial details, the design and execution factors, or both.

Table 1. Represented quality domains

<table>
<thead>
<tr>
<th>Quality Domain</th>
<th>CBRG</th>
<th>Jadad</th>
<th>Schulz</th>
<th>RoB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assessor blinding</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care provider blinding</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient blinding</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dropouts and withdrawals</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similar timing</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blinding (summary item)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Analysis of all pts / exclusions</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incomplete outcome data</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selective outcome reporting</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other sources of bias (undefined)</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative summary score</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall risk of bias assessment</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; RoB = risk of bias; ITT = intention to treat
Note: The individual operationalizations and scoring instructions vary across instruments.

Several domains relate to the potential for selection bias (randomization, allocation concealment, similar baseline for treatment and control group), the potential for performance and detection bias (assessor blinding, patient blinding, care provider blinding or summary blinding judgment; similar co-interventions, similar timing of the outcome assessment in treatment and control groups), the potential for attrition bias (description, rate, and handling of dropouts and withdrawals, analyses of participants according to randomization / intention-to-treat analysis, exclusion from the analyses, incomplete outcome data), and unique dimensions (compliance, selective outcome reporting, other (undefined) sources of bias), or summary assessments (quantitative or qualitative).
In comparison, the CBRG criteria cover all general dimensions assessed by the other three measures apart from the selective outcome reporting in addition to unique dimensions (e.g., similar timing of outcome assessments). However, individual interpretations and scoring instructions vary across the instruments.

**Study Pool Selection**

This project drew on empirical study pools as well as Monte Carlo simulations to estimate effects.

We used four epidemiological datasets to investigate the research questions. The four datasets consisted of up to 12 meta-analyses each, and each meta-analysis included a varying number of individual trials ranging from 3 to 45 trials. There were no overlaps in included trials across datasets. Three datasets have been described in detail in previous work; one new dataset was added for the purpose of this report. Two datasets were available to us through previous work, two other datasets were assembled for their “known characteristics” with regard to associations between quality and effect sizes as outlined in detail below.

**Dataset 1: Back Pain Trials**

RCTs in this dataset were included in reviews of non-surgical treatment for non-specific low-back pain present in the Cochrane Library 2005, issue 3 (Assendelft, Morton, Yu, et al. 2004; Furlan, van Tulder, Tsukayama, et al., 2005; Furlan, Imamura, Dryden, et al., 2008; Hagen, Hilde, Jamtvedt et al., 2001; Hayden, van Tulder, Malmivaara, et al. 2005; Henschke, Ostelo, van Tulder, et al., 2005; Heymans, van Tulder, Esmail, et al., 2005; Karjalainen, Malmivaara, van Tulder, et al., 2001; Khadilkar, Odebiyi, Brosseau, et al., 2005; Roelofs, Deyo, Koes, et al., 2005; van Tulder, Touray, Furlan, et al., 2003; van Duijvenbode, Jellema, van Poppel et al., 2005). The reviews from eight topic areas assessed the effects of acupuncture, back schools, behavioral therapy, exercise therapy, spinal manipulative therapy, muscle relaxants, non-steroidal anti-inflammatory drugs (NSAIDs), and other approaches (bed rest, lumbar supports, massage, multidisciplinary bio-psycho-social rehabilitation, and transcutaneous electrical nerve stimulation) for the treatment of low-back pain. Comparisons were placebo, usual care, no treatment, or other treatments. The dataset included 216 trials. This dataset is described in detail elsewhere (van Tulder et al., 2009).

**Dataset 2: EPC Reports**

This dataset was assembled for a previous methods report on associations between quality and effect sizes (Hempel et al., 2011) and is based on Evidence-based Practice Center (EPC) reports. We searched prior systematic reviews and meta-analyses conducted by AHRQ-funded EPCs with the goal of assembling a dataset of trials that represented a wide range of clinical topics and interventions. As outlined in the report, the criteria for selection were that the EPC report had to include a meta-analysis and that the EPC had to be willing to provide us with the data on outcomes, such that we needed only assess the quality of the included trials. The dataset was drawn from 12 evidence reports, the majority of which were also published as peer review journal articles (Balk, Lichtenstein, Chung, et al., 2006; Balk, Tatsioni, Lichtenstein, et al., 2007; Chapell, Reston, Snyder, et al., 2003; Coulter, Hardy, Shekelle, et al., 2003; Donahue, Gartlehner, Jonas, et al., 2007; Hansen, Gartlehner, Webb, et al., 2008; Hardy, Coulter, Morton, et al., 2002; Lo, LaValley, McAlindon, et al., 2003; Shekelle, Morton, Hardy, 2003; Shekelle,
Maglione, Bagley, et al., 2007; Shekelle, Morton, Maglione, et al., 2004; Towfigh, Romanova, Weinreb, et al., 2008). The reports addressed diverse topics, and included pharmacological therapies as well as behavior modification interventions. All trials included in the main meta-analysis of the report were selected; studies included in more than one report entered our analysis only once. The dataset included 165 trials.

**Dataset 3: “Pro-bias” set**

This third dataset was obtained by replicating a selection of trials used by Moher et al. (1998). The dataset was chosen because it has shown evidence of bias for established quality criteria (see Moher et al., 1998) and is, therefore, designated in this report as “pro-bias.” We replicated the methods described by Moher et al. for selection of trials. Two reviewers independently reviewed the 11 meta-analyses chosen by the authors. These meta-analyses covered digestive diseases (Marshall & Irvine, 1995; Pace, Maconi, Molteni, et al., 1995; Sutherland, May, and Shaffer, 1993), circulatory diseases (Ramirez-Lasspas and Cipolle, 1988; Lensing, Prins, Davidson, et al., 1995; Loosemore, Chalmers, and Dormandy, 1994), mental health (Mari and Streiner, 1994; Loonen, Peer and Zwanikken, 1991; Dolan-Mullen, Ramirez, and Groff, 1994), stroke (Counsell and Sandercock, 1995), and pregnancy and childbirth (Hughes, Collins, and Vanderkeckhove, 1996). We were able to retrieve, quality score, and abstract 100 RCTs of the originally published dataset (79 percent).

**Dataset 4: “Heterogeneity” set**

For the purpose of this report, we compiled a fourth dataset of meta-analyses and included trials. This dataset was obtained by replicating a selection used by Balk et al. (2002). The dataset was chosen because heterogeneity across studies was one of the inclusion criteria to select meta-analyses for the dataset. In addition, the “known quality” for this dataset was its demonstrated lack of reliable association between quality and effect sizes across studies and quality criteria. For this dataset meta-analyses were included that demonstrated significant heterogeneity in the odds ratio scale defined as $p<0.10$ for the chi-square statistic of between-study heterogeneity or a nonzero variance tau-squared ($\tau^2$) in DerSimonian and Laird random-effects models. We selected the eight included cardiovascular disease meta-analyses and the five pediatric meta-analyses from this dataset. Since the original publication does not specify exactly which trials were included in the analysis, we replicated the methods described by Balk et al. (2002) for trial selection.

The cardiovascular disease trials were derived from published meta-analyses on treatment with aspirin (Antiplatelet Trialists’ Collaboration, 1988), Class I antiarhythmics (Hine et al., 1989), anticoagulants (Leizorovicz and Boissel, 1983), beta-blockers (Yusuf et al., 1985), intravenous streptokinase (Yusuf et al., 1985), nitrates (Yusuf et al., 1988), cholesterol reduction agents (Rossouw et al., 1990), and magnesium (Teo and Yusuf, 1993), and an update search published by Lau et al. (1992). The pediatrics meta-analyses investigated glucocorticoids (Ausejo et al., 1999), dexamethasone (Bhuta and Ohlsson, 1998), bronchodilators (Kellner et al., 1996), short-course antibiotics (Kozryskeyj et al., 1998), or antibiotics (Rosenfeld & Post, 1992). The individual trials reported on the outcome mortality, improved croup score, chronic lung disease, unimproved bronchiolitis distress score, acute otitis media failure to cure, and otitis media with effusion failure to cure. Our replication of these two clinical topics includes 149 trials; Balk et al. (2002) included 153 trials. The references of the included trials are shown in the appendix.
The flow diagram (Figure 2) summarizes the dataset composition.

**Figure 2. Flow diagram**

- **Dataset 1:** Back pain dataset
  - Eligible reviews: CBRG reviews of non-surgical treatment for non-specific low back pain (8 topics). Cochrane Library 2005, issue 3
  - Eligible trials: - Pain, function or improvement reported - Effect size can be calculated
  - 216 trials

- **Dataset 2:** EPC report dataset
  - Eligible reviews: 12 EPC reports with meta-analysis chosen to represent a diverse set of topics and EPC shared data
  - Eligible trials: - Included in main meta-analysis of EPC report
  - 165 trials

- **Dataset 3:** Published ‘Pro-bias’ dataset
  - Eligible meta-analyses: 11 meta-analyses (replication from Moher et al. 1998)
  - Eligible trials: - Included in main meta-analysis - Data to calculate effect sizes can be obtained
  - 100 trials

- **Dataset 4:** ‘Heterogeneity’ dataset
  - Eligible meta-analyses: 8 cardiovascular disease and 5 pediatrics meta-analyses (replication)
  - Eligible trials: - Included in meta-analysis of at least 6 trials - Significant heterogeneity
  - 149 trials

CBRG = Cochrane Back Review Group; EPC = Evidence Based Practice Center

**Procedure**

For all datasets, two reviewers independently rated each trial by applying the outlined criteria. For dataset 1 we used the published quality scores from the individual Cochrane reviews. For dataset 2 to 4 the majority of trials were rated by the same set of reviewers. We developed and pilot tested a standardized form to record decisions for the quality and risk of bias criteria. The reviewers used the full publications to score the studies and were not blinded to the identities of authors, journals, or other variables. The reviewers were experienced in critical appraisal of research studies in the context of evidence-based medicine and underwent an additional training session for this study. The pair of reviewers reconciled any disagreement through consensus; any remaining disagreements were resolved by discussion in the research team.

The outcomes of the individual RCTs were extracted by a statistician, together with measures of dispersion, where available, and the number of participants in each treatment group. The selected outcome per trial was determined by the meta-analyses the trial was part of. The outcome was either the primary outcome, or the outcome in a meta-analysis that included the largest number of trials, where more than one meta-analysis was presented and trials reported more than one outcome.

Most trials were compared against placebo. In trials with active comparisons, the coining of treatment and control group (that is the decision which group was considered the intervention
and which the control group for the analysis) was either guided by input from experts in the research field or applied the selection made in the original meta-epidemiological dataset (two of the utilized datasets are replications of previously reported datasets). Sensitivity analyses such as restricting to data from placebo-controlled only studies did not indicate effects of the coining or the use of absolute effect sizes on associations between quality and effect sizes. However, for dataset 1 (Back pain) absolute effect sizes were selected as the final measure because this dataset included more comparisons between treatment and placebo as well as comparisons between active treatments than the other datasets.

For dataset 1 (Back pain) and 2 (EPC reports), in order to be able to combine studies within datasets or potentially between datasets, standardized effect sizes (ES) were computed for each study. As all studies in dataset 3 (Pro-bias) and dataset 4 (Heterogeneity set) reported dichotomous outcomes, odds-ratios were calculated. As a quality check, the point estimate and 95 percent confidence interval (CI) of each meta-analysis included in each dataset was calculated and compared to the original meta-analytic result. To explore effects of coining in dataset 4, we calculated ratios of odds ratios separately for studies favoring the treatment group in a sensitivity analysis.

The Monte Carlo simulations and the effect size distribution analyses are based on datasets 1 to 3. Dataset 4 was compiled in parallel to this work and was primarily used to replicate associations between quality and effect sizes in a dataset that had been selected in parts based on the presence of heterogeneity in meta-analyses.

Analysis

Association Between Quality and Effect Sizes in Empirical Datasets

We investigated the association between quality and effect sizes in two ways. First, the differences between results in studies that met a quality criterion and those that did not were calculated for each quality feature. Secondly, we used a quantitative summary score and explored different cut-offs of quality scores according to the number of quality criteria met.

For all analyses, we differentiated quality items scored “yes” and those with the quality item scored “not yes,” which included the answers “no” and “unclear.”

Trials in two of the datasets used a continuous outcome, and two used a dichotomous outcome. For continuous outcomes we used the difference in effect sizes between two subgroups (studies with criterion met versus studies that did not meet the quality criterion) as a measure of bias. The difference was estimated using meta-regression (Berkey et al., 1995). A random effects meta-regression was conducted separately for each quality criterion. The coefficient from each regression estimates the difference in effect sizes between those studies with the quality feature scored “yes” (criterion met) versus “not yes” (criterion not met or unclear). No effect of quality would be shown as identical effect sizes between high- and low-quality trials, that is effect sizes would be independent from meeting or not meeting quality criteria. A difference with a significance level of p<0.05 was considered statistically significant.

In two other datasets (set 3 and 4), all studies used dichotomous outcomes. An odds ratio below 1 indicated the treatment group is doing better than the control group. For the analysis, we compared odds ratios (OR) of studies where the quality criterion was either met or not met and computed the ratio of the odds ratios (ROR). The ROR is OR(no)/OR(yes) where OR(no) is the pooled estimate of studies not meeting the quality criterion and OR(yes) is the pooled estimate of studies where the quality criterion is met.
We also aggregated across CBRG criteria and computed quantitative summary scores based on the number of criteria met. Different cut-offs (depending on the number of criteria met) were explored to differentiate high and low quality studies. The difference in effect sizes and ratios of odds ratios of studies above and below possible thresholds was investigated.

All meta-epidemiological datasets used in this project consisted of trials that were selected through meta-analyses. These meta-analyses then contributed individual trials that make up the total dataset. Different statistical techniques have been suggested to investigate the effects of study characteristics such as the quality of individual trials and approaches vary regarding the integration of the clustering (e.g., Sterne et al., 2002). We investigated the effects of clustering by contrasting the corrected and uncorrected associations between quality and effect sizes. Meta-regressions correcting for clustering with meta-analysis were analyzed using a Huber/White (sandwich) estimator (Hedges et al., 2010).

**Heterogeneity and Effect Size Distributions**

As outlined, for the purpose of this report we assembled one dataset based on a published meta-epidemiological dataset that was specifically designed to represent heterogeneity between trials. One of the selection criteria for the trials that were included in this dataset was that meta-analyses used to establish the dataset had to report evidence of heterogeneity across trials (see Balk et al., 2002). Heterogeneity in meta-analysis refers to the variance in the estimated effect sizes between studies. In a fixed-effects meta-analysis, it is assumed that all studies are sampled from the same population, and hence variation in effect sizes is due only to random variation. The degree to which the effect size in each study varies from the estimated population effect size is a function of the sample size of that study. Larger studies would be expected to have point estimates of effect size which are closer to the pooled estimate than smaller studies. Thus if the fixed-effects assumption is true, a meta-analysis containing studies with smaller sample sizes would have greater variance in effect sizes than a meta-analysis containing larger sample sizes.

Heterogeneity in meta-analysis is quantified using several measures. Q is a test statistic which assesses the total variance of the effect sizes of the studies. When the fixed-effects assumption is true, the expected value of Q is approximately equal to the number of studies minus one. The value of the statistical significance of Q depends on the number of studies, hence interpretation is difficult. An alternative to Q is I². I² is calculated as: 100(Q-(r-1))/Q, where r is the number of studies included in the meta-analysis. I² is the proportion of variance in the effect sizes that cannot be explained by chance. I² values close to zero indicate little or no heterogeneity, whereas those closer to 100 percent indicate higher levels of heterogeneity (Higgins, Thompson, Deeks, and Altman, 2003). Values of I² of 25 percent are considered small, 50 percent are considered moderate, and 75 percent are considered large. When Q is lower than r-1, values of I² below zero are possible. However, when this is the case, I² is bounded at zero, and is constrained to be zero.

The datasets comprise different meta-analyses that each contain individual trials. In the empirical datasets we used I² to measure the percent of variation across trials in each meta-analysis that is due to heterogeneity. In addition, we computed I² across all trials at the dataset level regardless of the meta-analyses the trial was originally part of as an estimate of the variation represented by the datasets.
Effect Size Distribution

In our previous report (Hempel et al., 2011), we discussed our observation that the three different datasets used to investigate associations between quality and effect sizes varied in a number of characteristics. In particular, the dataset distributions of both effect sizes and quality scores of the included trials varied considerably across analyzed datasets. Compared to the other datasets, dataset 1 (Back pain data, van Tulder et al., 2009) was more symmetric, and this dataset also showed consistent quality-effect size associations. In contrast, dataset 2 showed a noticeable skewed distribution of reported effect sizes and incidentally also no association between quality scores and effect sizes. The variation in effect sizes alone may explain the differential associations between quality and effect sizes observed across datasets. In order to address the variation, we aimed to sample datasets to mirror distributions found in the various analyzed datasets in an exploratory analyses.

First, we manually sampled effect sizes from dataset 1 in an attempt to replicate the distribution of effect sizes seen in dataset 2. However, the inspection of the resulting distributions showed that we were not able to match the shape of the distributions satisfactorily. Instead, we used a non-parametric approach in order to mirror the various distributions. First we ranked the trials included in dataset 1 and dataset 2 from the smallest to the largest effect size. Then we matched the rankings and assigned dataset 2 effect sizes to the dataset 1 quality criteria based on the rankings of the effect sizes within the datasets. Hence the quality scoring was kept the same from one dataset and we sought to find out what the associations between quality and effect sizes would be if the effect sizes and the resulting distribution were those of the second dataset.

Since the datasets varied in size, we sampled from the largest dataset (without replacement) to get to the number of studies in the smallest dataset. Hence, we sampled 165 studies from dataset 1 to map to the 165 in dataset 2. For dataset 3, we sampled 100 dataset 2 studies to map to the data.

The treatment effects are expressed as effect sizes in dataset 1 and 2 but as odds ratios in dataset 3, as dataset 3 included trials reporting on categorical outcomes. Thus, for dataset 3 (“Pro-bias”), we computed the ratio of odds ratios between high and low quality trials.

Monte Carlo Simulations

We created datasets by Monte Carlo simulation methods to systematically explore the effect of factors that influence the ability to detect the association between quality and effect sizes in meta-epidemiological datasets. We investigated the effect of sample size, heterogeneity, and the size of the quality effect operationalized as a difference in effect sizes between low and high quality studies. We determined the properties of the sampling distribution of the meta-regression estimates under different conditions to determine the factors that influence the likelihood of detecting associations between quality and effect sizes.

Meta-analyses combine the results of multiple studies testing the same hypothesis and estimate a pooled effect. The reported effect sizes are estimates of the true (population) treatment effect. Effect sizes across individual studies may show variation. As outlined, study quality has been found to influence effect sizes in a number of meta-epidemiological studies (but not all) using datasets consisting of a number of meta-analyses and their included trials. Typically, lower quality studies are being associated with larger effect sizes. In a meta-analysis, failure to account for study quality may lead to additional heterogeneity and bias in the parameter estimates. However, not all meta-epidemiological studies or individual meta-analyses find an association.
between quality and effect sizes. The circumstances under which quality is associated with bias (a deviation from the true treatment effect) are largely unknown.

The power of a statistical test of a null hypothesis is the probability that the null hypothesis will be rejected – that is, that the test is statistically significant – given certain population parameters, and a sample size for that study. For many statistical tests, it is relatively straightforward to estimate the power of the test: For example, for a t-test comparing the means of two samples with equal variance, knowing the size of the sample, the standardized difference between the means (in the population), and the value to be used as a cut-off for alpha (almost always 0.05), we can estimate the probability that the null hypothesis will be rejected. For more complex statistical tests the distributional characteristics of the test statistics are not necessarily known and hence power cannot be calculated.

We undertook Monte Carlo simulations to determine the power of the meta-regressions in datasets to detect quality effects, given different levels of quality effects and sample sizes. In a first step, we investigated the power and average parameter estimates for different models in Monte Carlo simulations, e.g., in models where quality was not considered compared to models where quality was added to the model. In these basic models, we also investigated moderator effects such as the size of the treatment effect. The basic models assumed an arbitrary number of trials per meta-analysis and participants per treatment. However, the final results presented in this report are based on models that correspond to existing empirical datasets to increase their external validity. Three datasets were used (Back pain, EPC reports, Pro-bias), all described in detail elsewhere (Hempel et al., 2011).

**Design**

We used Monte Carlo simulation to examine the effects of heterogeneity on the ability of meta-analyses to detect quality effects in datasets that correspond to existing empirical meta-epidemiological datasets. We generated data sampled from populations that matched three meta-epidemiological datasets in terms of number of trials, sample size per trial and level of heterogeneity in the overall dataset. We then randomly assigned 50 percent of trials to be high quality and 50 percent to be low quality. Use of 50 percent maximizes the power to detect quality effects. In fact, the proportion of high-quality studies varied across the datasets and between measures of quality; however the effects of variation in the proportion of categorical predictor variables are well known, hence we did not investigate this factor. Given that the additional structure of trials being included in about one dozen meta-analyses per dataset had only a negligible effect on the associations between quality and effect sizes, the additional structure was not added to the simulation model and for each dataset only the number of trials, not the specific number of meta-analyses, was integrated into the model.

The simulations proceeded in the following manner. First, we generated a vector of effect sizes \( (d_j) \) for each trial. Trials were randomly assigned to be high quality or low quality. For high quality trials, \( B = 0 \), for low quality trials, \( B > 0 \), indicating a larger effect size for lower quality trials. Then for \( J \) trials sampled from a normal distribution with mean of \( D \) and variance \( \nu \):

\[
\begin{align*}
  d_j & \sim N(D + Q_j, \nu) \\
  y_{ij} & \text{ for } n_j \text{ participants within each trial, by multiplying the treatment effect for that trial } (d_j) \text{ by the condition of the }
\end{align*}
\]
individual in that trial \((x_{ij})\), giving a value of either 0 or \(d_j\), the individual participant value was then sampled from a normal distribution with mean equal to either 0 or \(d_j\).

\[ y_{ij} \sim N(d_j x_{ij}, 1) \]

Thus:

\[ y_{ij} = (d_j + L_j B + \zeta_j) x_{ij} + \epsilon_{ij} \]

Where:
- \(y_{ij}\) is the outcome variable for individual \(i\) in study \(j\).
- \(d_j\) is the effect size for high quality studies.
- \(L_j\) is a dichotomous \((0, 1)\) indicator of low study quality.
- \(B\) is the increase in effect size associated with a low quality study.
- \(\zeta_j\) is the random heterogeneity parameter, with standard deviation equal to \(\nu\).
- \(x_{ij}\) is a dichotomous individual level indicator of intervention group status \((0, 1)\).
- \(\epsilon_{ij}\) is a random error term, with standard deviation equal to 1.

When the data had been generated, we calculated the mean and standard deviation of the intervention and control groups for each study.

For each of the three datasets we systematically altered two parameters: First, we generated populations with quality effects \((B)\) of 0.1 and 0.2 (on the standardized effect scale), reflecting the approximate range of the quality effects within the datasets. Outcome data were generated for individual trial participants for intervention \((x = 1)\) and control \((x = 0)\) groups for each trial, with 50 percent of individuals assigned to each group.

We modeled heterogeneity by adding a variance parameter \((\nu)\) to the simulations—each meta-analysis was comprised of studies sampled from a population with a specified effect size \((d)\), effect sizes were generated at the study level, and then (for heterogeneity) a random parameter was added to the effect size, to introduce population level heterogeneity. We used a value for \(\nu\) such that the \(\tau^2\) from the simulation matched the \(\tau^2\) for the sample. To model reduced heterogeneity we halved the value of the parameter that was added.

To explore the effects of heterogeneity, we ran simulations with three separate values for the heterogeneity parameter: First, with a heterogeneity parameter that gave a value for \(\tau^2\) that matched the dataset; second we halved the value of the variance parameter, and third we used a heterogeneity parameter of zero (i.e. no heterogeneity at the population level). This gave 3 (levels of heterogeneity) \(\times\) 2 (quality effects) = 6 cells in the simulation for each dataset. For each of these cells in the simulation we generated and analyzed 1000 datasets.

A function was written in R version 2.12 (R Development Core Team, 2010) to generate data, analyze simulations, and aggregate results. The R code is shown in the appendix (See Description of Monte Carlo Simulation). Random effects normally distributed with a mean of 0 were simulated via the \texttt{rnorm()} function. The effect size for each study was calculated using the \texttt{es()} function in the \texttt{metafor} package (version 1.5; Viechtbauer, 2010), and the results were then pooled using the \texttt{rma()} function of the \texttt{metafor} package, using the DerSimonian-Laird random effects estimator.
Results

This section describes the empirical datasets and the observed association between quality and effect sizes, the heterogeneity and effect size distribution represented in the datasets, and the Monte Carlo simulation results. Throughout, the different dataset results are compared and similarities and differences are highlighted.

Empirical Datasets

Three of the datasets (Back pain, EPC reports, ‘Pro-bias’) we used for our analyses have been described in detail elsewhere (Hempel et al., 2011). As outlined, we added an additional meta-epidemiological dataset to explore the associations between quality and effect sizes for the purpose of this study. Dataset 4 is henceforth called ‘Heterogeneity set,’ to indicate that this dataset comprised meta-analyses selected to show heterogeneity between studies.

Dataset Description

Figure 3 shows the years of publication of the included papers for all four datasets.

Figure 3. Year of publication of included trials

![Figure 3](image)

EPC = Evidence Based Practice Center

The studies included in the new dataset ‘Heterogeneity set’ were older than those included in the Back pain, EPC reports and ‘Pro-bias’ datasets.

Quality of the Reporting

The figure below (Figure 4) shows the distribution of answers to the quality items (yes, unclear, no) for this new empirical dataset, “Heterogeneity set.” A “yes” is an indicator of high quality for each of the items (randomization sequence, allocation concealment, baseline similarity, outcome assessor blinding, care provider blinding, patient blinding, dropout rate and description, analysis in original group (ITT), co-interventions, compliance, and assessment timing); for example, that the outcome assessors were blinded.
For many quality criteria, information was insufficient to judge the individual quality feature. Although the large majority of trials were described as randomized, many publications did not report on the generation of the randomization sequence and whether a truly random sequence was adhered to.

The figure below (Figure 5) allows a comparison of “yes” answers across the four datasets, i.e. an indication that the feature was reported in the publication and the criterion was met.
Figure 5. Criterion met across datasets

![Graph showing criterion met across datasets](image)

EPC = Evidence Based Practice Center; ITT = intention to treat

The distribution of treatment effects for all 149 trials included in the ‘Heterogeneity’ dataset is shown in figure below (Figure 6) (the log odds ratios are displayed).

Figure 6. Treatment effect distribution of “Heterogeneity set”

![Graph showing treatment effect distribution](image)

OR = odds ratio

**Observed Association Between Quality and Effect Sizes**

As outlined in the methods section, we investigated whether there was an association between the quality of the trial and the reported treatment effect of the trial. The following tables show the odds ratios in trials meeting a quality criterion, the odds ratio of trials not meeting the criterion, and the ratio of odds ratios between these trial groups for the new dataset specifically compiled for this report (Dataset 4, ‘Heterogeneity set’). This set is based on a previously
published datasets with known qualities as outlined in the methods section. In addition, the tables report the number of trials meeting each criterion and the number of trials not meeting the criterion, to demonstrate how common each quality aspect was in the sample and to show the sample size of trials in each group of trials (that is the number of low- and high-quality trials applying each respective quality criterion).

Table 2. Ratio of odds ratios between studies fulfilling criteria: “Heterogeneity set,” CBRG criteria

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th># Criterion met</th>
<th># Criterion not met</th>
<th>OR (met)</th>
<th>95% CI (met)</th>
<th>OR (not met)</th>
<th>95% CI (not met)</th>
<th>ROR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>41</td>
<td>108</td>
<td>0.65</td>
<td>(0.53, 0.79)</td>
<td>0.76</td>
<td>(0.68, 0.86)</td>
<td>1.18</td>
<td>(0.94, 1.49)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>52</td>
<td>97</td>
<td>0.79</td>
<td>(0.67, 0.92)</td>
<td>0.70</td>
<td>(0.61, 0.80)</td>
<td>0.89</td>
<td>(0.73, 1.09)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>66</td>
<td>83</td>
<td>0.75</td>
<td>(0.65, 0.86)</td>
<td>0.71</td>
<td>(0.62, 0.82)</td>
<td>0.95</td>
<td>(0.78, 1.16)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>93</td>
<td>56</td>
<td>0.73</td>
<td>(0.65, 0.83)</td>
<td>0.73</td>
<td>(0.62, 0.86)</td>
<td>0.99</td>
<td>(0.80, 1.22)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>79</td>
<td>70</td>
<td>0.75</td>
<td>(0.66, 0.86)</td>
<td>0.71</td>
<td>(0.61, 0.82)</td>
<td>0.94</td>
<td>(0.77, 1.15)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>93</td>
<td>56</td>
<td>0.77</td>
<td>(0.68, 0.87)</td>
<td>0.67</td>
<td>(0.57, 0.80)</td>
<td>0.88</td>
<td>(0.71, 1.08)</td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>107</td>
<td>42</td>
<td>0.73</td>
<td>(0.65, 0.82)</td>
<td>0.74</td>
<td>(0.61, 0.90)</td>
<td>1.02</td>
<td>(0.81, 1.27)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>73</td>
<td>76</td>
<td>0.76</td>
<td>(0.66, 0.87)</td>
<td>0.71</td>
<td>(0.61, 0.82)</td>
<td>0.93</td>
<td>(0.76, 1.14)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>71</td>
<td>78</td>
<td>0.80</td>
<td>(0.69, 0.92)</td>
<td>0.68</td>
<td>(0.59, 0.78)</td>
<td>0.85</td>
<td>(0.69, 1.03)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>109</td>
<td>40</td>
<td>0.71</td>
<td>(0.63, 0.80)</td>
<td>0.80</td>
<td>(0.65, 0.98)</td>
<td>1.12</td>
<td>(0.89, 1.41)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>141</td>
<td>8</td>
<td>0.74</td>
<td>(0.67, 0.82)</td>
<td>0.64</td>
<td>(0.43, 0.97)</td>
<td>0.87</td>
<td>(0.57, 1.32)</td>
</tr>
</tbody>
</table>

Summary Score

<table>
<thead>
<tr>
<th></th>
<th># Criterion met</th>
<th># Criterion not met</th>
<th>OR (met)</th>
<th>95% CI (met)</th>
<th>OR (not met)</th>
<th>95% CI (not met)</th>
<th>ROR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥9 vs &lt;9</td>
<td>25</td>
<td>124</td>
<td>0.77</td>
<td>(0.61, 0.97)</td>
<td>0.73</td>
<td>(0.65, 0.81)</td>
<td>0.94</td>
<td>(0.73, 1.22)</td>
</tr>
<tr>
<td>≥8 vs &lt;8</td>
<td>44</td>
<td>105</td>
<td>0.80</td>
<td>(0.67, 0.96)</td>
<td>0.71</td>
<td>(0.63, 0.79)</td>
<td>0.88</td>
<td>(0.71, 1.09)</td>
</tr>
<tr>
<td>≥7 vs &lt;7</td>
<td>72</td>
<td>77</td>
<td>0.78</td>
<td>(0.68, 0.89)</td>
<td>0.69</td>
<td>(0.60, 0.79)</td>
<td>0.88</td>
<td>(0.72, 1.08)</td>
</tr>
<tr>
<td>≥6 vs &lt;6</td>
<td>91</td>
<td>58</td>
<td>0.77</td>
<td>(0.69, 0.87)</td>
<td>0.66</td>
<td>(0.56, 0.79)</td>
<td>0.86</td>
<td>(0.70, 1.06)</td>
</tr>
<tr>
<td>≥5 vs &lt;5</td>
<td>114</td>
<td>35</td>
<td>0.73</td>
<td>(0.66, 0.82)</td>
<td>0.73</td>
<td>(0.58, 0.92)</td>
<td>1.00</td>
<td>(0.77, 1.28)</td>
</tr>
<tr>
<td>≥4 vs &lt;4</td>
<td>132</td>
<td>17</td>
<td>0.74</td>
<td>(0.67, 0.82)</td>
<td>0.66</td>
<td>(0.46, 0.94)</td>
<td>0.89</td>
<td>(0.61, 1.29)</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; CI = confidence interval, OR = odds ratio, ROR = ratio of odds ratios

The associations between the CBRG quality criteria and effect sizes were small and none achieved statistical significance in this dataset. For example, unconcealed compared to concealed trials showed an ROR of 0.89, 95% CI: 0.73, 1.09. However, the majority of RORs indicated that trials without meeting a quality criterion reported slightly larger treatment effects across investigated criteria (i.e. concealment of treatment allocation, similarity of baseline values, blinding of care providers, blinding of patients, intention-to-treat analysis, similarity of co-interventions, and similar timing of outcome assessment). In this dataset, adequate randomization and acceptable compliance were associated with larger effects, while acceptable dropout rates and assessor blinding did not show any or only extremely small differences in effect sizes.

Based on a quantitative summary score derived from all quality criteria, a cut-off of six or more criteria met differentiated low- and high-quality trials best with an ROR of 0.86 (95% CI: 0.70, 1.06).

The figure below (Figure 7) graphically represents the association between quality and effect sizes for the individual quality criteria in the “Heterogeneity” dataset.
Figure 7. Ratio of odds ratios between studies fulfilling CBRG criteria versus not: “Heterogeneity set”

The figure displays the ratio of odds ratios of reported effect sizes for low- and high-quality trials. In addition, the 95 percent confidence interval for the effect is shown.

For trials included in this fourth dataset we have also applied the Jadad scale, criteria suggested by Schulz et al. (1995), and the Cochrane risk of bias tool. Although all represented quality domains are also included in the 11-item CBRG quality criteria list, individual operationalizations vary slightly across measures. The table below (Table 3) shows the results for the individual Jadad criteria, the total Jadad score, the Schulz criteria, and the individual Risk of Bias tool criteria as well as the overall Cochrane risk of bias assessment.

Table 3. Ratio of odds ratios between studies fulfilling criteria; “Heterogeneity set,” other criteria

<table>
<thead>
<tr>
<th>Quality Criteria</th>
<th># Criterion met</th>
<th># Criterion not met</th>
<th>OR (met)</th>
<th>95% CI (met)</th>
<th>OR (not met)</th>
<th>95% CI (not met)</th>
<th>ROR (met)</th>
<th>95% CI (not met)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jadad</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Randomization=2</td>
<td>34</td>
<td>115</td>
<td>0.61</td>
<td>(0.49, 0.76)</td>
<td>0.77</td>
<td>(0.69, 0.86)</td>
<td>1.27</td>
<td>(0.99, 1.62)</td>
</tr>
<tr>
<td>Blinding=2</td>
<td>41</td>
<td>108</td>
<td>0.76</td>
<td>(0.63, 0.91)</td>
<td>0.72</td>
<td>(0.64, 0.81)</td>
<td>0.95</td>
<td>(0.76, 1.18)</td>
</tr>
<tr>
<td>Withdrawal=1</td>
<td>119</td>
<td>30</td>
<td>0.75</td>
<td>(0.67, 0.84)</td>
<td>0.68</td>
<td>(0.54, 0.85)</td>
<td>0.91</td>
<td>(0.71, 1.17)</td>
</tr>
<tr>
<td>Jadad: total ≥3</td>
<td>83</td>
<td>66</td>
<td>0.70</td>
<td>(0.61, 0.80)</td>
<td>0.78</td>
<td>(0.67, 0.91)</td>
<td>1.11</td>
<td>(0.90, 1.36)</td>
</tr>
<tr>
<td>Schulz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concealment</td>
<td>52</td>
<td>97</td>
<td>0.79</td>
<td>(0.68, 0.92)</td>
<td>0.70</td>
<td>(0.61, 0.79)</td>
<td>0.89</td>
<td>(0.72, 1.08)</td>
</tr>
<tr>
<td>Sequence</td>
<td>34</td>
<td>115</td>
<td>0.61</td>
<td>(0.49, 0.76)</td>
<td>0.77</td>
<td>(0.69, 0.86)</td>
<td>1.27</td>
<td>(0.99, 1.62)</td>
</tr>
<tr>
<td>Analysis</td>
<td>77</td>
<td>72</td>
<td>0.72</td>
<td>(0.63, 0.83)</td>
<td>0.74</td>
<td>(0.64, 0.86)</td>
<td>1.03</td>
<td>(0.84, 1.26)</td>
</tr>
<tr>
<td>Blinding</td>
<td>78</td>
<td>71</td>
<td>0.75</td>
<td>(0.66, 0.87)</td>
<td>0.71</td>
<td>(0.61, 0.82)</td>
<td>0.94</td>
<td>(0.77, 1.15)</td>
</tr>
</tbody>
</table>
Table 3. Ratio of odds ratios between studies fulfilling criteria; “Heterogeneity set,” other criteria (continued)

<table>
<thead>
<tr>
<th>Quality Criteria</th>
<th># Criterion met</th>
<th># Criterion not met</th>
<th>OR (met)</th>
<th>95% CI (met)</th>
<th>OR (not met)</th>
<th>95% CI (not met)</th>
<th>ROR (met)</th>
<th>95% CI (not met)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cochrane Risk of Bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequence generation</td>
<td>35</td>
<td>114</td>
<td>0.60</td>
<td>(0.48, 0.75)</td>
<td>0.77</td>
<td>(0.69, 0.86)</td>
<td>1.28</td>
<td>(1.00, 1.64)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>51</td>
<td>98</td>
<td>0.79</td>
<td>(0.68, 0.93)</td>
<td>0.69</td>
<td>(0.61, 0.79)</td>
<td>0.87</td>
<td>(0.72, 1.07)</td>
</tr>
<tr>
<td>Blinding</td>
<td>79</td>
<td>70</td>
<td>0.75</td>
<td>(0.66, 0.86)</td>
<td>0.71</td>
<td>(0.61, 0.82)</td>
<td>0.94</td>
<td>(0.77, 1.15)</td>
</tr>
<tr>
<td>Incompl. outcome data</td>
<td>74</td>
<td>75</td>
<td>0.75</td>
<td>(0.65, 0.86)</td>
<td>0.72</td>
<td>(0.62, 0.83)</td>
<td>0.96</td>
<td>(0.78, 1.17)</td>
</tr>
<tr>
<td>Sel. outcome reporting</td>
<td>123</td>
<td>26</td>
<td>0.75</td>
<td>(0.67, 0.83)</td>
<td>0.65</td>
<td>(0.50, 0.84)</td>
<td>0.86</td>
<td>(0.65, 1.14)</td>
</tr>
<tr>
<td>Other sources of bias</td>
<td>38</td>
<td>111</td>
<td>0.74</td>
<td>(0.61, 0.89)</td>
<td>0.73</td>
<td>(0.65, 0.82)</td>
<td>0.99</td>
<td>(0.80, 1.24)</td>
</tr>
<tr>
<td>RoB overall risks</td>
<td>43</td>
<td>106</td>
<td>0.76</td>
<td>(0.62, 0.92)</td>
<td>0.72</td>
<td>(0.64, 0.81)</td>
<td>0.96</td>
<td>(0.76, 1.20)</td>
</tr>
</tbody>
</table>

CI = confidence interval; OR = odds ratio; RoB = risk of bias; ROR = ratio of odds ratios
Note: The Jadad randomization and blinding score ranges from 0 to 2, the withdrawal score from 0 to 1, the total score from 0 to 5.

Applying the Jadad criteria, higher quality studies reported slightly larger treatment effects, primarily triggered by the randomization item (“Was the study described as randomized and was the method to generate the sequence appropriate?”). Double-blinding and a description of withdrawals showed effects corresponding with the CBRG quality criteria (i.e., criteria met are associated with smaller reported effect sizes). The Schulz criteria showed similar results to the Jadad criteria, and allocation concealment showed the largest difference between low- and high-quality studies (0.89; 95% CI: 0.72, 1.08). The Cochrane risk of bias tool also showed small effects of quality, with lower quality studies reporting larger effect sizes; however the sequence generation item again showed the opposite effect. None of the effects are statistically significant.

Sensitivity Analyses: Stratification by Meta-analysis, Stratification by Clinical Area, and Correction for Clustering

In order to investigate whether the associations between quality and effect sizes are consistent or notably different across individual meta-analyses and clinical fields, we stratified the “Heterogeneity” dataset accordingly. As outlined previously, the dataset includes trials from 13 meta-analyses from two very different fields: pediatric interventions and cardiovascular disease interventions.

The table below (Table 4) shows the effect size difference expressed as the ratio of odds ratio for low (criterion not met) and high (criterion met) quality studies for each meta-analysis.

Table 4. Difference in odds ratios for studies fulfilling CBRG criteria by individual meta-analyses

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>ROR (a)</th>
<th>ROR (b)</th>
<th>ROR (c)</th>
<th>ROR (d)</th>
<th>ROR (e)</th>
<th>ROR (f)</th>
<th>ROR (g)</th>
<th>ROR (h)</th>
<th>ROR (i)</th>
<th>ROR (j)</th>
<th>ROR (k)</th>
<th>ROR (l)</th>
<th>ROR (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>NC 0.35</td>
<td>1.99</td>
<td>0.83</td>
<td>2.09</td>
<td>1.13</td>
<td>NC 0.96</td>
<td>NC 0.88</td>
<td>NC 1.39</td>
<td>NC 0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>NC 0.97</td>
<td>NC 1.69</td>
<td>NC 1.11</td>
<td>0.55</td>
<td>0.59</td>
<td>1.01</td>
<td>0.88</td>
<td>0.70</td>
<td>0.89</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similar baseline</td>
<td>NC 0.97</td>
<td>1.33</td>
<td>0.85</td>
<td>0.55</td>
<td>0.82</td>
<td>1.13</td>
<td>0.83</td>
<td>1.07</td>
<td>1.00</td>
<td>0.49</td>
<td>NC 1.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assessor blind</td>
<td>NC 1.00</td>
<td>NC 1.06</td>
<td>0.42</td>
<td>0.98</td>
<td>0.80</td>
<td>0.89</td>
<td>NC 1.07</td>
<td>0.65</td>
<td>0.74</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Difference in odds ratios for studies fulfilling CBRG criteria by individual meta-analyses (continued)

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>ROR (a)</th>
<th>ROR (b)</th>
<th>ROR (c)</th>
<th>ROR (d)</th>
<th>ROR (e)</th>
<th>ROR (f)</th>
<th>ROR (g)</th>
<th>ROR (h)</th>
<th>ROR (i)</th>
<th>ROR (j)</th>
<th>ROR (k)</th>
<th>ROR (l)</th>
<th>ROR (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Care provider blind</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.66</td>
<td>0.58</td>
<td>0.98</td>
<td>0.80</td>
<td>0.89</td>
<td>NC</td>
<td>1.60</td>
<td>0.67</td>
<td>0.76</td>
<td>NC</td>
</tr>
<tr>
<td>Patient blind</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.66</td>
<td>0.58</td>
<td>NC</td>
<td>0.71</td>
<td>NC</td>
<td>1.05</td>
<td>0.48</td>
<td>0.76</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>NC</td>
<td>NC</td>
<td>0.69</td>
<td>0.69</td>
<td>1.34</td>
<td>1.26</td>
<td>1.21</td>
<td>1.07</td>
<td>1.07</td>
<td>1.13</td>
<td>1.36</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>NC</td>
<td>3.04</td>
<td>2.97</td>
<td>1.38</td>
<td>2.84</td>
<td>0.70</td>
<td>0.69</td>
<td>NC</td>
<td>0.80</td>
<td>1.11</td>
<td>0.81</td>
<td>1.41</td>
<td>1.47</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>NC</td>
<td>0.31</td>
<td>NC</td>
<td>0.78</td>
<td>0.72</td>
<td>NC</td>
<td>1.29</td>
<td>0.89</td>
<td>0.85</td>
<td>0.93</td>
<td>NC</td>
<td>NC</td>
<td>1.74</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>NC</td>
<td>NC</td>
<td>1.25</td>
<td>2.02</td>
<td>0.73</td>
<td>0.87</td>
<td>0.91</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td></td>
</tr>
<tr>
<td>Similar timing</td>
<td>NC</td>
<td>NC</td>
<td>0.64</td>
<td>NC</td>
<td>0.91</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.83</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td></td>
</tr>
</tbody>
</table>

Summary Score

| ≥9 vs <9 | NC | 0.73 | NC | NC | 1.12 | 0.80 | NC | 1.08 | 1.04 | NC | NC | NC | 1.98 |
| ≥8 vs <8 | NC | 0.97 | 3.11 | 0.59 | NC | 0.86 | 0.80 | NC | 1.08 | 1.04 | NC | NC | NC |
| ≥7 vs <7 | NC | 0.69 | NC | 0.69 | 0.53 | NC | 0.98 | 0.80 | 0.70 | 0.71 | 1.09 | 0.56 | 0.89 | NC |
| ≥6 vs <6 | NC | NC | 0.69 | 0.60 | NC | NC | 0.80 | 0.89 | 0.72 | 1.10 | 0.27 | 1.07 | NC |
| ≥5 vs <5 | NC | NC | NC | 0.97 | 0.97 | NC | NC | 0.86 | 0.72 | 0.99 | NC | NC | NC |
| ≥4 vs <4 | NC | NC | NC | 1.94 | 0.77 | NC | NC | NC | 0.75 | NC | NC | NC |

ATC = Antiplatelet Trialists’ Collaboration; CBRG = Cochrane Back Review Group; ITT = intention to treat; NC = could not be computed (less than 3 trials in the high or low quality trial group); ROR = ratio of odds ratios

Note: List of meta-analyses (see reference list): (a) Ausejo; (b) Bhuta; (c) Kellner; (d) Kozyrskyj; (e) Rosenfeld; (f) ATC; (g) Hine; (h) Leizorovicz; (i) Yusuf, beta-blockade; (j) Yusuf, streptokinase; (k) Yusuf, nitrates; (l) Rossouw; (m) Teo.

Note: An ROR less than 1 indicates that high-quality trials reported a smaller treatment effect compared to those trials that met the quality criteria.

The number of included trials varied across meta-analyses, and for several individual meta-analyses the ratio of odds ratio of high and low quality studies could not be calculated because there were fewer than three trials present in the group of high-quality trials and/or low-quality trials. In meta-analyses that included a sufficient number of trials, effects of quality varied, in terms of both size and direction of effects. Reported concealment of treatment allocation was associated with smaller treatment effects in seven individual meta-analyses. (The ratio of odds ratios ranged from 0.55 to 0.98.) In three meta-analyses the opposite effect was found, and in three meta-analyses the effect could not be studied due to the small number of included trials.

As mentioned, the individual meta-analyses represented two very different clinical fields. Five meta-analyses investigated interventions in pediatric samples. The remaining were cardiovascular disease meta-analyses. The table below (Table 5) shows the effect size difference for high (criterion fulfilled) and low (criterion not fulfilled) quality studies for each of the two general clinical fields.

Table 5. Difference in odds ratios for studies fulfilling CBRG criteria by clinical field

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>ROR Pediatrics N=56</th>
<th>95% CI Pediatrics</th>
<th>ROR Cardiovascular Disease N=93</th>
<th>95% CI Cardiovascular Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>1.86</td>
<td>(0.93, 3.70)</td>
<td>1.02</td>
<td>(0.85, 1.23)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>1.52</td>
<td>(0.75, 3.07)</td>
<td>0.85*</td>
<td>(0.73, 0.99)*</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>1.15</td>
<td>(0.61, 2.19)</td>
<td>0.93</td>
<td>(0.80, 1.09)</td>
</tr>
<tr>
<td>CBRG Criteria</td>
<td>ROR Pediatrics N=56</td>
<td>95% CI Pediatrics</td>
<td>ROR Cardiovascular Disease N=93</td>
<td>95% CI Cardiovascular Disease</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------</td>
<td>--------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>1.17</td>
<td>(0.58, 2.37)</td>
<td>0.91</td>
<td>(0.77, 1.07)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>0.98</td>
<td>(0.51, 1.86)</td>
<td>0.90</td>
<td>(0.78, 1.05)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>0.98</td>
<td>(0.51, 1.86)</td>
<td>0.87</td>
<td>(0.74, 1.03)</td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>0.83</td>
<td>(0.40, 1.27)</td>
<td>1.12</td>
<td>(0.95, 1.33)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>1.45</td>
<td>(0.75, 2.79)</td>
<td>0.91</td>
<td>(0.78, 1.07)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>0.51*</td>
<td>(0.28, 0.94)*</td>
<td>0.96</td>
<td>(0.82, 1.11)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>1.87</td>
<td>(0.98, 3.57)</td>
<td>0.99</td>
<td>(0.81, 1.20)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>0.78</td>
<td>(0.21, 2.94)</td>
<td>0.81</td>
<td>(0.56, 1.16)</td>
</tr>
</tbody>
</table>

**Summary Score**

- ≥9 vs <9: 1.15 (0.52, 2.59) vs 0.93 (0.76, 1.13)
- ≥8 vs <8: 1.23 (0.61, 2.49) vs 0.84* (0.72, 0.98*)
- ≥7 vs <7: 1.09 (0.57, 2.10) vs 0.91 (0.78, 1.06)
- ≥6 vs <6: 0.90 (0.47, 1.70) vs 0.95 (0.79, 1.13)
- ≥5 vs <5: 1.46 (0.72, 2.93) vs 0.88 (0.71, 1.08)
- ≥4 vs <4: 1.59 (0.62, 4.08) vs 0.71* (0.53, 0.94*)

CBRG = Cochrane Back Review Group; CI = confidence interval; ITT = intention to treat; ROR = ratio of odds ratios
* p<0.05

Note: An ROR less than 1 indicates that high-quality trials reported a smaller treatment effect compared to those trials that met the quality criteria.

Across clinical fields, the effects associated with individual quality criteria varied. Meeting quality criteria was sometimes associated with a smaller treatment effect and sometimes with a smaller reported effect. Based on a quantitative summary score, a cut-off of 6 quality criteria met was most consistent across clinical fields.

As a further sensitivity analysis we estimated meta-regressions correcting for clustering with meta-analysis using a Huber/White (sandwich) estimator. Table 6 presents corrected and uncorrected point estimates and confidence intervals.

### Table 6. Ratio of odds ratios for CBRG criteria corrected and uncorrected for clustering

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>ROR</th>
<th>95% CI</th>
<th>ROR (Corrected)</th>
<th>95% CI (Corrected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>1.18</td>
<td>(0.94, 1.49)</td>
<td>1.18</td>
<td>(0.83, 1.67)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>0.89</td>
<td>(0.73, 1.09)</td>
<td>0.89</td>
<td>(0.66, 1.18)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>0.95</td>
<td>(0.78, 1.16)</td>
<td>0.95</td>
<td>(0.78, 1.17)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>0.99</td>
<td>(0.80, 1.22)</td>
<td>0.98</td>
<td>(0.79, 1.22)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>0.94</td>
<td>(0.77, 1.15)</td>
<td>0.94</td>
<td>(0.78, 1.13)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>0.88</td>
<td>(0.71, 1.08)</td>
<td>0.88</td>
<td>(0.69, 1.12)</td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>1.02</td>
<td>(0.81, 1.27)</td>
<td>1.13</td>
<td>(0.84, 1.51)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>0.93</td>
<td>(0.76, 1.14)</td>
<td>0.92</td>
<td>(0.68, 1.26)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>0.85</td>
<td>(0.69, 1.03)</td>
<td>0.86</td>
<td>(0.73, 0.99*)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>1.12</td>
<td>(0.89, 1.41)</td>
<td>1.10</td>
<td>(0.83, 1.45)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>0.87</td>
<td>(0.57, 1.32)</td>
<td>0.85</td>
<td>(0.67, 1.08)</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; CI = confidence interval; ITT = intention to treat; ROR: ratio of odds ratios, corrected for clustering using a Huber/White (sandwich) estimator
* p<0.05
We found that this alternative estimation procedure made only small changes to estimates and standard errors and corresponding confidence intervals.

Comparison Across Meta-epidemiological Datasets

The following table (Table 7) compares the association between quality and effect sizes across the four epidemiological datasets that we compiled in the course of the project. The individual CBRG criteria are shown; in addition, the results for the quantitative summary score exploring different cut-offs are reported. Note the dataset 1 and 2 are displayed as effect size differences, for dataset 3 and 4 the ratio of odds ratio is shown.

Table 7. CBRG criteria across datasets

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>Dataset 1 Back Pain</th>
<th>Dataset 2 EPC Reports</th>
<th>Dataset 3 Pro-bias</th>
<th>Dataset 4 Heterogeneity set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ESdiff   95% CI</td>
<td>ESdiff  95% CI</td>
<td>ROR     95% CI</td>
<td>ROR     95% CI</td>
</tr>
<tr>
<td>Randomization adequate</td>
<td>0.02 (-0.12, 0.16)</td>
<td>0.01 (-0.15, 0.17)</td>
<td>0.94 (0.75, 1.17)</td>
<td>1.18 (0.94, 1.49)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>-0.08 (-0.23, 0.07)</td>
<td>-0.05 (-0.22, 0.11)</td>
<td>0.91 (0.72, 1.14)</td>
<td>0.89 (0.73, 1.09)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>-0.10 (-0.24, 0.05)</td>
<td>-0.09 (-0.24, 0.05)</td>
<td>0.98 (0.80, 1.21)</td>
<td>0.95 (0.78, 1.16)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>-0.10 (-0.25, 0.04)</td>
<td>0.06 (-0.28, 0.41)</td>
<td>1.35 (1.05, 1.73)</td>
<td>0.99 (0.80, 1.22)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>-0.10 (-0.26, 0.06)</td>
<td>0.19 (0.03, 0.35)*</td>
<td>0.83 (0.67, 1.02)</td>
<td>0.94 (0.77, 1.15)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>-0.03 (-0.18, 0.11)</td>
<td>0.21 (0.04, 0.39)*</td>
<td>0.97 (0.78, 1.21)</td>
<td>0.88 (0.71, 1.08)</td>
</tr>
<tr>
<td>Acceptable dropout</td>
<td>-0.13 (-0.29, 0.02)</td>
<td>0.15 (0.01, 0.29)*</td>
<td>0.72 (0.59, 0.88)</td>
<td>1.02 (0.81, 1.27)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>-0.10 (-0.24, 0.04)</td>
<td>0.05 (-0.10, 0.20)</td>
<td>0.91 (0.74, 1.12)</td>
<td>0.93 (0.76, 1.14)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>-0.09 (-0.23, 0.05)</td>
<td>0.05 (-0.15, 0.28)</td>
<td>1.50 (1.22, 1.85)</td>
<td>0.85 (0.69, 1.03)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>-0.01 (-0.15, 0.14)</td>
<td>0.02 (-0.12, 0.17)</td>
<td>0.72 (0.59, 0.88)</td>
<td>1.12 (0.89, 1.41)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>-0.17 (-0.43, 0.10)</td>
<td>0.25 (-0.19, 0.69)</td>
<td>1.33 (0.94, 1.88)</td>
<td>0.87 (0.57, 1.32)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Summary Score</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>≥9 vs &lt;9</td>
<td>-0.04 (-0.29, 0.20)</td>
<td>0.15 (-0.01, 0.30)</td>
<td>1.09 (0.81, 1.46)</td>
<td>0.94 (0.73, 1.22)</td>
</tr>
<tr>
<td>≥8 vs &lt;8</td>
<td>-0.09 (-0.26, 0.08)</td>
<td>0.03 (-0.11, 0.18)</td>
<td>0.85 (0.68, 1.07)</td>
<td>0.88 (0.71, 1.09)</td>
</tr>
<tr>
<td>≥7 vs &lt;7</td>
<td>-0.10 (-0.24, 0.05)</td>
<td>0.01 (-0.14, 0.16)</td>
<td>1.05 (0.86, 1.29)</td>
<td>0.88 (0.72, 1.08)</td>
</tr>
<tr>
<td>≥6 vs &lt;6</td>
<td>-0.20 (-0.34, -0.06)*</td>
<td>0.16 (-0.03, 0.35)</td>
<td>0.77 (0.63, 0.95)*</td>
<td>0.86 (0.70, 1.06)</td>
</tr>
<tr>
<td>≥5 vs &lt;5</td>
<td>-0.20 (-0.35, -0.05)*</td>
<td>0.27 (0.02, 0.52)*</td>
<td>0.79 (0.63, 0.99)*</td>
<td>1.00 (0.77, 1.28)</td>
</tr>
<tr>
<td>≥4 vs &lt;4</td>
<td>-0.13 (-0.31, 0.06)</td>
<td>0.41 (-0.02, 0.84)</td>
<td>0.83 (0.65, 1.07)</td>
<td>0.89 (0.61, 1.29)</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; CI = confidence interval, ESdiff = effect size difference; ITT = intention to treat; ROR = ratio of odds ratios

* p<0.05
Note: “Pro-bias” data are based on fixed-effects model.

Observed associations between quality and effect sizes varied for individual quality criteria across datasets primarily due to results in dataset 2 (EPC reports). Most consistent results were shown for allocation concealment: across datasets, concealed trials reported smaller effect sizes compared to un concealed trials.

Applying a quantitative summary score, a cut-off of 6 met criteria differentiated studies best across three out of four datasets (i.e., the difference between low and high quality studies was most distinct); however, this effect could not be found for dataset 3 (the EPC reports). In only one of the datasets (Dataset 1 Back pain) was the difference statistically significantly different.

The figure (Figure 8) allows a graphic overview for the CBRG criteria across the four epidemiological datasets that we compiled in the course of the project.
CBRG = Cochrane Back Review Group; ITT = intention to treat
Note: From left to right: dataset 1 (Back pain trials), dataset 2 (EPC reports), dataset 3 (‘Pro-bias’, fixed-effects model), dataset 4 (“Heterogeneity set”)

Results are based on effect size differences in the first two datasets and on the ratio of odds ratios in dataset 3 and 4. In addition, the 95 percent confidence interval for the effect is shown. The direction of effects is displayed consistently across datasets—point estimates on the left indicate that low-quality studies reported larger treatment effects.

**Heterogeneity and Effect Size Distributions**

The different datasets comprise individual meta-analyses, each of which contributes trials to the total dataset. The following table (Table 8) shows the amount of between-study variance in effect sizes expressed as \( I^2 \). In addition, the \( I^2 \) of the entire dataset is shown.
<table>
<thead>
<tr>
<th>Interventions</th>
<th># Studies</th>
<th>Pooled RE</th>
<th>ES</th>
<th>$I^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dataset 1: Back Pain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acupuncture</td>
<td>17</td>
<td>0.45</td>
<td>71.5%*</td>
<td></td>
</tr>
<tr>
<td>Back School</td>
<td>14</td>
<td>0.40</td>
<td>68.6%*</td>
<td></td>
</tr>
<tr>
<td>Behavior Therapy</td>
<td>18</td>
<td>0.62</td>
<td>28.9%</td>
<td></td>
</tr>
<tr>
<td>Exercise Therapy</td>
<td>45</td>
<td>0.58</td>
<td>68.1%*</td>
<td></td>
</tr>
<tr>
<td>Manipulation</td>
<td>23</td>
<td>0.50</td>
<td>62.1%*</td>
<td></td>
</tr>
<tr>
<td>Muscle Relax</td>
<td>23</td>
<td>0.53</td>
<td>85.3%*</td>
<td></td>
</tr>
<tr>
<td>NSAID</td>
<td>33</td>
<td>0.39</td>
<td>70.7%*</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>43</td>
<td>0.51</td>
<td>8.9%</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>216</td>
<td>0.50</td>
<td>72.4%*</td>
<td></td>
</tr>
<tr>
<td><strong>Dataset 2: EPC Reports</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alzheimer’s</td>
<td>14</td>
<td>0.50</td>
<td>26.2%</td>
<td></td>
</tr>
<tr>
<td>Arthritis</td>
<td>3</td>
<td>1.45</td>
<td>99.4%*</td>
<td></td>
</tr>
<tr>
<td>CDSM</td>
<td>19</td>
<td>0.34</td>
<td>49.7%*</td>
<td></td>
</tr>
<tr>
<td>Chromium</td>
<td>6</td>
<td>0.41</td>
<td>84.6%*</td>
<td></td>
</tr>
<tr>
<td>Epilepsy</td>
<td>25</td>
<td>0.52</td>
<td>52.7%*</td>
<td></td>
</tr>
<tr>
<td>Glucosamine</td>
<td>20</td>
<td>0.37</td>
<td>71.7%*</td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>9</td>
<td>0.95</td>
<td>98.2%*</td>
<td></td>
</tr>
<tr>
<td>Omega 3</td>
<td>17</td>
<td>0.04</td>
<td>57.0%*</td>
<td></td>
</tr>
<tr>
<td>Orlistat</td>
<td>17</td>
<td>0.47</td>
<td>65.2%*</td>
<td></td>
</tr>
<tr>
<td>S-AMe</td>
<td>11</td>
<td>0.62</td>
<td>69.1%*</td>
<td></td>
</tr>
<tr>
<td>SMBG</td>
<td>10</td>
<td>0.14</td>
<td>33.5%</td>
<td></td>
</tr>
<tr>
<td>Vitamin E</td>
<td>14</td>
<td>0.10</td>
<td>51.9%*</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>165</td>
<td>0.43</td>
<td>97.5%*</td>
<td></td>
</tr>
<tr>
<td><strong>Dataset 3: Pro-bias</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dolan</td>
<td>11</td>
<td>0.49</td>
<td>74.1%*</td>
<td></td>
</tr>
<tr>
<td>Hughes</td>
<td>3</td>
<td>0.90</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Lensing</td>
<td>5</td>
<td>0.19</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Loonen</td>
<td>9</td>
<td>0.25</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Loosemore</td>
<td>6</td>
<td>0.37</td>
<td>49.7%</td>
<td></td>
</tr>
<tr>
<td>Mari</td>
<td>5</td>
<td>0.19</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Marshall</td>
<td>5</td>
<td>0.11</td>
<td>48.9%</td>
<td></td>
</tr>
<tr>
<td>Pace</td>
<td>22</td>
<td>0.35</td>
<td>48.5%*</td>
<td></td>
</tr>
<tr>
<td>Ramirez</td>
<td>10</td>
<td>0.88</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>Sandercock</td>
<td>9</td>
<td>1.67</td>
<td>3.9%</td>
<td></td>
</tr>
<tr>
<td>Sutherland</td>
<td>15</td>
<td>0.83</td>
<td>52%*</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>100</td>
<td>0.46</td>
<td>59.6%*</td>
<td></td>
</tr>
<tr>
<td><strong>Dataset 4: Heterogeneity set</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ausejo</td>
<td>5</td>
<td>0.59</td>
<td>88.3%*</td>
<td></td>
</tr>
<tr>
<td>Bhuta</td>
<td>6</td>
<td>0.32</td>
<td>72.7%*</td>
<td></td>
</tr>
<tr>
<td>Kellner</td>
<td>8</td>
<td>0.26</td>
<td>61.8%*</td>
<td></td>
</tr>
<tr>
<td>Kozyrskyj</td>
<td>27</td>
<td>1.08</td>
<td>31.0%</td>
<td></td>
</tr>
<tr>
<td>Rosenfield</td>
<td>10</td>
<td>0.32</td>
<td>77.9%*</td>
<td></td>
</tr>
<tr>
<td>ATC</td>
<td>10</td>
<td>0.89</td>
<td>16.0%</td>
<td></td>
</tr>
<tr>
<td>Hine</td>
<td>10</td>
<td>1.28</td>
<td>32.4%</td>
<td></td>
</tr>
</tbody>
</table>
The amount of heterogeneity in dataset 1 estimated by I² ranged from 8.9 to 85.3 percent in individual trials. The overall estimated heterogeneity for the entire dataset was 72.4 percent.

In dataset 2, the EPC reports, individual I² estimates were generally higher and ranged from 26.2 to 99.4 percent and the overall dataset estimate was 97.5 percent.

Several meta-analyses in dataset 3 (Pro-bias) showed no evidence of heterogeneity; the overall dataset heterogeneity estimate was 59.6 percent.

Dataset 4 showed some heterogeneity, but some estimates were not statistically significant and the overall database estimate was 60 percent. The overall estimate was not higher but comparable to dataset 1 and 3, although heterogeneity across studies was one of the inclusion criteria for the selection of meta-analyses that were compiled for this dataset.

**Dataset Distributions**

The effect size distributions varied across meta-epidemiological datasets that we assembled in the course of the project. In particular, the effect size distribution in one of the datasets (Dataset 2, EPC reports) was less symmetric (bell-shaped) than those of the other datasets. The figure below (Figure 9) shows the distribution of the effect sizes reported for each included study in this dataset.
As previously reported, the mean treatment effect across all studies in this dataset was 0.43 (95% CI: 0.34, 0.53). Few quality features were associated with differences in effect sizes according to whether these criteria were met. The table (Table 9) shows the effect sizes for studies meeting the particular criterion and studies not meeting the criterion in dataset 2 (EPC reports) as previously published. The last column shows the difference between studies that met and did not meet criteria. A negative difference indicates that the effect size for the studies fulfilling the criterion was smaller than the effect size for the studies not meeting the criterion.

Table 9. Dataset 2 results associations between quality and effect sizes

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>ES Criterion met</th>
<th>95% CI Criterion met</th>
<th>ES Criterion not met</th>
<th>95% CI Criterion not met</th>
<th>ESdiff</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>0.44</td>
<td>(0.30, 0.57)</td>
<td>0.43</td>
<td>(0.34, 0.51)</td>
<td>0.01</td>
<td>(-0.15, 0.17)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>0.39</td>
<td>(0.25, 0.53)</td>
<td>0.45</td>
<td>(0.36, 0.53)</td>
<td>-0.05</td>
<td>(-0.22, 0.11)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>0.40</td>
<td>(0.31, 0.49)</td>
<td>0.49</td>
<td>(0.37, 0.61)</td>
<td>-0.09</td>
<td>(-0.24, 0.05)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>0.43</td>
<td>(0.36, 0.51)</td>
<td>0.37</td>
<td>(0.04, 0.71)</td>
<td>0.06</td>
<td>(-0.28, 0.41)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>0.48</td>
<td>(0.40, 0.56)</td>
<td>0.29</td>
<td>(0.15, 0.43)</td>
<td>0.19</td>
<td>(0.03, 0.35)*</td>
</tr>
<tr>
<td>Patient blind</td>
<td>0.47</td>
<td>(0.40, 0.55)</td>
<td>0.26</td>
<td>(0.11, 0.42)</td>
<td>0.21</td>
<td>(0.04, 0.39)*</td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>0.50</td>
<td>(0.40, 0.59)</td>
<td>0.35</td>
<td>(0.24, 0.45)</td>
<td>0.15</td>
<td>(0.01, 0.29)*</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>0.45</td>
<td>(0.36, 0.54)</td>
<td>0.40</td>
<td>(0.27, 0.52)</td>
<td>0.05</td>
<td>(-0.10, 0.20)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>0.44</td>
<td>(0.36, 0.52)</td>
<td>0.39</td>
<td>(0.20, 0.58)</td>
<td>0.05</td>
<td>(-0.15, 0.28)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>0.44</td>
<td>(0.34, 0.55)</td>
<td>0.42</td>
<td>(0.32, 0.52)</td>
<td>0.02</td>
<td>(-0.12, 0.17)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>0.44</td>
<td>(0.37, 0.51)</td>
<td>0.19</td>
<td>(-0.24, 0.62)</td>
<td>0.25</td>
<td>(-0.19, 0.69)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Summary Score</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>≥6 vs &lt;6</td>
<td>0.46</td>
<td>(0.38, 0.53)</td>
<td>0.30</td>
<td>(0.12, 0.47)</td>
<td>0.16</td>
<td>(-0.03, 0.35)</td>
</tr>
<tr>
<td>≥5 vs &lt;5</td>
<td>0.45</td>
<td>(0.38, 0.53)</td>
<td>0.18</td>
<td>(-0.06, 0.42)</td>
<td>0.27</td>
<td>(0.02, 0.52)*</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; CI = confidence interval; ES = effect size; ESdiff = effect size difference; ITT = intention to treat
* p<0.05
The results show that for only two criteria (allocation concealment and baseline similarity), lower-quality studies reported larger effect sizes than higher-quality studies. The other criteria showed no effect or the opposite effect, the quantitative summary score that statistically significantly differentiated high- and low-quality studies in other datasets showed no significant effect, and the direction of the effect trend was reversed.

As outlined in the methods section, we wanted to investigate whether the distribution characteristics are correlated with the difference in associations between quality and effect sizes; hence we used a non-parametric sampling approach to mirror the distribution of dataset 2 in other datasets. The following histogram (Figure 10) shows dataset 1 using dataset 2 effect sizes.

Figure 10. Dataset 1 using dataset 2 effect sizes

The histogram shows that the sampling method was successful in creating a similar distribution shape.

In a further step, we investigated how the association between quality and effect sizes would be affected by this process. The table below (Table 10) shows the associations between quality features and effect sizes based on these specifications. To allow a direct comparison, the table displays the new results as well as the original research results as published previously. Differences between high- and low-quality studies (defined as meeting a particular criterion or not) were expressed as effect size differences. A negative difference indicates that the group of studies not meeting the quality criterion reported larger effect sizes than the group of studies that met the individual criterion.

Table 10. Effect size difference comparison dataset 1

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>New ESdiff</th>
<th>New 95% CI</th>
<th>Original ESdiff</th>
<th>Original 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>0.14</td>
<td>(-0.01, 0.28)</td>
<td>0.02</td>
<td>(-0.12, 0.16)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>-0.02</td>
<td>(-0.17, 0.13)</td>
<td>-0.08</td>
<td>(-0.23, 0.07)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>-0.03</td>
<td>(-0.18, 0.12)</td>
<td>-0.10</td>
<td>(-0.24, 0.05)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>0.09</td>
<td>(-0.05, 0.24)</td>
<td>-0.10</td>
<td>(-0.25, 0.04)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>0.07</td>
<td>(-0.09, 0.22)</td>
<td>-0.10</td>
<td>(-0.26, 0.06)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>0.05</td>
<td>(-0.09, 0.20)</td>
<td>-0.03</td>
<td>(-0.18, 0.11)</td>
</tr>
</tbody>
</table>
Table 10. Effect size difference comparison dataset 1 (continued)

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>New ESdiff</th>
<th>New 95% CI</th>
<th>Original ESdiff</th>
<th>Original 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptable dropout rate</td>
<td>0.05</td>
<td>(-0.11, 0.20)</td>
<td>-0.13</td>
<td>(-0.29, 0.02)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>-0.08</td>
<td>(-0.23, 0.06)</td>
<td>-0.10</td>
<td>(-0.24, 0.04)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>0.00</td>
<td>(-0.15, 0.14)</td>
<td>-0.09</td>
<td>(-0.23, 0.05)</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>-0.02</td>
<td>(-0.16, 0.13)</td>
<td>-0.01</td>
<td>(-0.15, 0.14)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>-0.13</td>
<td>(-0.41, 0.15)</td>
<td>-0.17</td>
<td>(-0.43, 0.10)</td>
</tr>
</tbody>
</table>

| Summary Score                  |            |                    |                 |                           |
| ≥6 vs <6                       | -0.02      | (-0.17, 0.12)      | -0.20           | (-0.34, -0.06)*           |
| ≥5 vs <5                       | 0.08       | (-0.08, 0.23)      | -0.20           | (-0.35, -0.05)*           |

CI = confidence interval; ESdiff = effect size difference; ITT = intention to treat
* p<0.05

The table shows that dataset 1, which had originally shown consistent effects of quality by indicating that lower quality studies exaggerated treatment effects, now shows conflicting results. Some criteria were associated with effect sizes, some were not, and the direction of effects varied across effect sizes.

To investigate whether this observation could be replicated in another dataset, we applied the process to dataset 3 (Pro-bias). This dataset was a replication of parts of a larger dataset that had shown clear effects of quality in previous investigations (Moher et al., 1998). The following histogram (Figure 11) shows dataset 3 using dataset 2 effect sizes.

Figure 11. Dataset 3 using dataset 2 effect sizes

The histogram indicates that the sampling process was also successful in replicating a distribution that resembled the original distribution of dataset 2.

The table below (Table 11) shows the associations between quality features and effect sizes based on these specifications and also lists the original effects. The original results are reported as the ratio of odds ratios between high- and low-quality studies, whereas the new results are shown as effect size differences since the sampled dataset was based on continuous outcomes. A negative effect size difference means that the group of trials meeting the criterion reported...
smaller treatment effects than the group of trials not meeting the criterion. A ROR less than one also indicates that studies meeting the criterion reported smaller treatment effects than studies not meeting the criterion.

### Table 11. Effect size difference comparison dataset 3

<table>
<thead>
<tr>
<th>CBRG Criteria</th>
<th>New ESDiff</th>
<th>New 95% CI</th>
<th>Original ROR</th>
<th>Original 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization adequate</td>
<td>-0.13</td>
<td>(-0.32, 0.07)</td>
<td>1.05</td>
<td>(0.69, 1.60)</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>-0.03</td>
<td>(-0.23, 0.18)</td>
<td>0.88</td>
<td>(0.56, 1.39)</td>
</tr>
<tr>
<td>Similar baseline</td>
<td>-0.08</td>
<td>(-0.27, 0.11)</td>
<td>1.40</td>
<td>(0.92, 2.12)</td>
</tr>
<tr>
<td>Assessor blind</td>
<td>-0.01</td>
<td>(-0.23, 0.21)</td>
<td>1.55</td>
<td>(0.95, 2.51)</td>
</tr>
<tr>
<td>Care provider blind</td>
<td>-0.08</td>
<td>(-0.27, 0.11)</td>
<td>1.02</td>
<td>(0.66, 1.57)</td>
</tr>
<tr>
<td>Patient blind</td>
<td>-0.14</td>
<td>(-0.34, 0.06)</td>
<td>1.20</td>
<td>(0.77, 1.87)</td>
</tr>
<tr>
<td>Acceptable dropout rate</td>
<td>-0.08</td>
<td>(-0.27, 0.10)</td>
<td>0.83</td>
<td>(0.57, 1.22)</td>
</tr>
<tr>
<td>Original group (ITT)</td>
<td>-0.06</td>
<td>(-0.27, 0.14)</td>
<td>1.00</td>
<td>(0.65, 1.52)</td>
</tr>
<tr>
<td>Similar co-interventions</td>
<td>0.03</td>
<td>(-0.17, 0.23)</td>
<td>1.51</td>
<td>(1.00, 2.27)*</td>
</tr>
<tr>
<td>Acceptable compliance</td>
<td>0.01</td>
<td>(-0.17, 0.20)</td>
<td>0.70</td>
<td>(0.47, 1.03)</td>
</tr>
<tr>
<td>Similar timing</td>
<td>0.06</td>
<td>(-0.22, 0.34)</td>
<td>1.35</td>
<td>(0.71, 2.58)</td>
</tr>
</tbody>
</table>

**Summary Score**

<table>
<thead>
<tr>
<th></th>
<th>New ESDiff</th>
<th>New 95% CI</th>
<th>Original ROR</th>
<th>Original 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥6 vs &lt;6</td>
<td>-0.18</td>
<td>(-0.36, 0.01)</td>
<td>0.99</td>
<td>(0.66, 1.49)</td>
</tr>
<tr>
<td>≥5 vs &lt;5</td>
<td>-0.11</td>
<td>(-0.32, 0.09)</td>
<td>1.05</td>
<td>(0.66, 1.67)</td>
</tr>
</tbody>
</table>

CBRG = Cochrane Back Review Group; CI = confidence interval; ESDiff = effect size difference; ITT = intention to treat; ROR = ratio of odds ratios
* p<0.05

The difference between the original data and the new data was less clear in this dataset. This finding may in part be due to inconsistencies across quality criteria that was apparent in the original data—while the majority of criteria trials not meeting criteria overestimated treatment effects, this effect was not shown for all criteria—and in part due to the fact that it is difficult to compare ratios of odds ratios and effect sizes.

### Monte Carlo Simulations

We report simulations for three different sets of parameters. The parameters selected closely resemble realistic effects observed in previously obtained empirical datasets.

### Dataset 1 (Back Pain Dataset Specifications)

The first analysis used the characteristics observed in dataset 1 (Back pain). This dataset included 216 individual trials with a mean sample size of 80. The observed difference between effect sizes of trials that did and did not attain a quality criterion ranged from 0.02 (adequate randomization) to -0.17 (similar timing), with most criteria indicating that lower-quality studies reported larger treatment effects, thereby exaggerating treatment effects compared to higher-quality studies. The difference, applying the summary score in effect size between low- and high-quality studies was 0.20 (van Tulder et. al., 2009).

We systematically varied the effect of quality and set it to be 0.1 or 0.2 (standardized effect size difference between high-and low-quality trials). We varied the amount of heterogeneity present in the dataset and such an additional variance parameter of 0.14 was used (giving an I² that matched the sample of 72.4 percent), a variance parameter set to half of that value, or a
variance parameter of zero. The table (Table 12) shows the effect of these specifications on the power.

**Table 12. Power to detect quality moderator effects determined by Monte Carlo simulation under varying effects of quality and heterogeneity, with simulation parameters matching dataset 1 (Back pain trials)**

<table>
<thead>
<tr>
<th>Quality Effect</th>
<th>Additional Variance $\tau^2 = 0.14$</th>
<th>Additional Variance $\tau^2 = 0.07$</th>
<th>Additional Variance $\tau^2 = 0.00$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median $I^2$</td>
<td>72.4</td>
<td>55.5</td>
<td>0.00</td>
</tr>
<tr>
<td>Median $\tau^2$</td>
<td>0.13</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>Quality effect = 0.1</td>
<td>0.38</td>
<td>0.50</td>
<td>0.85</td>
</tr>
<tr>
<td>Quality effect = 0.2</td>
<td>0.91</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Observed heterogeneity ($I$-squared)  
**Observed heterogeneity ($\tau$-squared)

In this simulation, the power to detect quality effects as large as 0.2 was found to be high (0.91) in datasets that replicated the heterogeneity of dataset 1 (Back pain): Note that the distribution of quality was set up to ensure the maximum power to detect that effect. For smaller quality effects (0.1), power was considerably lower when heterogeneity was high. As heterogeneity decreased, the power to detect effects increased. With no additional heterogeneity (i.e. assumptions of a fixed-effects model being true), the power to detect a quality effect of 0.1 was acceptably high (0.85).

**Dataset 2 (EPC Reports Dataset Specifications)**

A further dataset, the EPC reports, was the basis of another set of simulations. This dataset contained 165 individual trials with a mean sample size of 286. The level of heterogeneity found in this study was very high (97.5 percent). The treatment effect was approximately 0.5. In the empirical dataset, study quality showed no consistent effect and several unexpected results in that lower study quality was associated with smaller reported treatment effects compared to higher-quality studies. The effect size differences ranged from -0.09 to 0.25.

The table (Table 13) shows the effects of three different levels of quality on power, assuming three different levels of heterogeneity. Again, the effect of quality was set at 0.1 or 0.2. An additional variance parameter of 0.70 was required to match the sample $I^2$ of 97.5, and 0.35 was used for half variance.

**Table 13. Power to detect quality moderator effects determined by Monte Carlo simulation under varying effects of quality and heterogeneity, with simulation parameters matching dataset 2 (EPC reports)**

<table>
<thead>
<tr>
<th>Quality Effect</th>
<th>Additional Variance $\tau^2 = 0.70$</th>
<th>Additional Variance $\tau^2 = 0.35$</th>
<th>Additional Variance $\tau^2 = 0.00$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median $I^2$</td>
<td>97.5</td>
<td>95.5</td>
<td>0.00</td>
</tr>
<tr>
<td>Median $\tau^2$</td>
<td>0.61</td>
<td>0.32</td>
<td>0.00</td>
</tr>
<tr>
<td>Quality effect = 0.1</td>
<td>0.12</td>
<td>0.20</td>
<td>1.00</td>
</tr>
<tr>
<td>Quality effect = 0.2</td>
<td>0.37</td>
<td>0.60</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Observed heterogeneity ($I$-squared)  
**Observed heterogeneity ($\tau$-squared)

In this dataset, the power to detect effects of quality was low, when the effects of quality were 0.2. When heterogeneity was reduced, the power increased, although even with half the additional variance power was still lower than ideal, at 0.6. When there was no additional unexplained heterogeneity power was very high. This dataset contained a larger number of trials,
with large sample sizes, which further increase the power to detect quality effects, hence the high power when heterogeneity is low.

**Dataset 3 (“Pro-bias” Dataset Specifications)**

The final simulations were based on the pro-bias dataset, dataset 3. This dataset contained 100 trials with a mean sample size of 119. Between-study variance was moderate, with $I^2$ of approximately 60 percent. In the empirical dataset, the effect of study quality ranged from 0.01 to 0.25. As before, we investigated setting the quality moderator effect to 0.1 or 0.2. An additional variance parameter of 0.05 was used, matching the value of $I^2$ in the empirical dataset (Table 14).

**Table 14. Power to detect quality moderator effects determined by Monte Carlo simulation under varying effects of quality and heterogeneity, with simulation parameters matching dataset 3 (“Pro-bias”)**

<table>
<thead>
<tr>
<th>Quality Effect</th>
<th>Additional Variance $= 0.05$</th>
<th>Additional Variance $= 0.025$</th>
<th>Additional Variance $= 0.00$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median $I^2$</td>
<td>59.6</td>
<td>44.8</td>
<td>0.00</td>
</tr>
<tr>
<td>Median $\tau^2$</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>Quality effect = 0.1</td>
<td>0.42</td>
<td>0.58</td>
<td>0.73</td>
</tr>
<tr>
<td>Quality effect = 0.2</td>
<td>0.92</td>
<td>0.99</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Observed heterogeneity (I-squared)  
**Observed heterogeneity (tau-squared)

In a dataset with these specifications, the power to detect quality effects was acceptable when the quality effect was as high as 0.2, however, for smaller quality effects, the power was reduced. Again, with reduced heterogeneity, the power increases, although even with zero additional heterogeneity, the power to detect a quality effect of 0.1 still does not reach generally acceptable levels.
Summary and Discussion

Summary

In this report we explored associations between a set of quality criteria and reported effect sizes in treatment effect trials, and explored factors influencing the presence and detection of associations in meta-epidemiological datasets.

In an analyzed empirical dataset, associations between quality and effect sizes were small, e.g., the ROR between unconcealed and concealed trials was 0.89 (95% CI: 0.73, 1.09; “Heterogeneity set”) but was overall consistent across the CBRG criteria. Based on a quantitative summary score, a cut-off of six or more criteria met (out of 11) differentiated low- and high-quality trials best in three out of four datasets (e.g., ROR 0.86, 95% CI: 0.70, 1.06; “Heterogeneity set”) but the effect was small and not statistically significant. Results for evidence of bias varied between meta-epidemiological datasets, individual meta-analyses within datasets, and clinical fields. Across all four datasets, most consistent associations between quality and effect sizes were found for allocation concealment with concealed trials showing smaller treatment effects.

Observed heterogeneity between studies varied across meta-epidemiological datasets. In an exploratory analysis, one dataset suggested a correlation between the effect size distribution and observed associations between quality and effect sizes; however, the effect could not be replicated in a second dataset.

The simulations showed that the power to detect quality effects is to a large extent determined by the degree of residual heterogeneity present in the dataset. Even large quality effects in simulations set up to maximize statistical power could not be detected in the presence of a large amount of additional heterogeneity across trials, that is, heterogeneity not due to quality.

Observed Quality Effects

We set out to explore whether the proposed extended list of quality criteria is useful in different clinical fields (key question 1). Validating criteria and scales used to assess the quality of trials is challenging. The concept of quality is not easy to define, and there is no widely accepted gold standard. In addition, while the conceptual, underlying quality domains may be critical dimensions in the evaluation of trials, the applied quality criteria are a translation of the theoretical concepts. The theoretical concept is not identical with the applied test or measure, here the operationalization of the concept as individual quality criteria with scoring instructions for reviewers. The operationalization may or may not be successful and the validity of each operationalization needs to be assessed. We have previously reported evidence of convergent validity for the CBRG criteria (Hempel et al., 2011), based on the Jadad items and scale and the criteria suggested by Schulz et al. (1995) that we applied in parallel. However, evidence of bias would represent predictive validity – is meeting or not meeting the quality criteria associated with differential effect sizes?

To judge the quality of published studies, we depend on the features the authors chose to report in publications. The information depends in part on space restrictions of journals as well as changing reporting standards. The datasets we employed consisted of trials published over a long time period. Concerted efforts have been made to improve and standardize the reporting of empirical studies, particularly RCTs, resulting in the widely accepted Consort Statement, first
published in 1996 (Begg et al., 1996). Generally, the quality of reporting has improved since the publication of the Consort statement (Kane, Wang & Garrard, 2007), and we, too, were able to show a significant trend in this direction in previously analyzed datasets (Hempel et al., 2011). The dataset assembled for this report was based on older meta-analyses and trials published earlier than previously analyzed datasets and is therefore particularly likely to suffer from a lack of reporting rather than lack of quality in the trial design or execution. In accordance with other investigations of quality effects (e.g., Hartling, Ospina, Liang, et al., 2009), we compared studies where criteria were reported as having been met with studies where the quality feature was not reported as having been met. We were concerned primarily with demonstrating the effects of high-quality studies; studies that reported a feature and the expression of the feature were an indicator of high quality. The publication year may have been a confounding factor in our analyses.

Similar to results reported by Balk et al. (2002), none of the individual quality criteria assessed in a meta-epidemiological dataset that was a replication of part of their dataset was associated with a statistically significant difference in effect sizes between trials meeting and trials not meeting the quality criteria. Balk and colleagues concluded from this (and the lack of consistency across clinical areas) that individual quality criteria are not reliably associated with reported treatment effect sizes. In our meta-epidemiological datasets we found that for CBRG criteria associations between quality and effect sizes were small; for example, the ROR between unconcealed and concealed trials was 0.89 (95% CI: 0.73, 1.09; “Heterogeneity set”) and not statistically significant but there seemed to be evidence of consistency across the CBRG criteria, indicating that low quality trials tended to overestimate treatment effects. We also found this trend across all four meta-epidemiological datasets, suggesting a non-random association between quality and effect sizes. In particular, concealed trials were consistently associated with smaller treatment effects in each of the four datasets.

We investigated the effects of individual quality criteria as well as a quantitative summary score and explored different cut-offs and their ability to differentiate between low- and high-quality studies (shown as differences in reported effect sizes between trials meeting a number of quality criteria versus trials not meeting these). Based on a quantitative summary score derived from the individual CBRG criteria, a cut-off of six or more criteria met (out of 11) differentiated low- and high-quality studies best in three out of four datasets (e.g., ROR 0.86, 95% CI: 0.70, 1.06; “Heterogeneity set”) suggesting an association between quality and effect sizes. However, this difference in effect size differences was only statistically significant in one out of four datasets, in the Back pain dataset for which clinical area the criteria were originally designed (see van Tulder et al., 2009).

Results for evidence of bias varied between meta-epidemiological datasets, broad clinical fields, and individual meta-analyses within datasets. All four meta-epidemiological datasets were derived from different meta-analyses representing diverse clinical fields. In addition, all included trials were selected based on their inclusion in specific meta-analyses rather than randomly selected from a pool of trials. Sterne et al. (2002) describe methods to allow for clustering on meta-analyses within a meta-epidemiological dataset, and we investigated the effects of clustering by contrasting the corrected and uncorrected standard errors between quality and effect sizes. In our analyses, the correction had no noticeable effect on estimates of the associations between quality and effect sizes. The use of the sandwich estimator is appropriate when any correlation of effect sizes within studies is considered to be a nuisance to be accounted for. Two alternative approaches were considered, a three-level meta-analysis, in which a
multilevel modeling framework is used to account for clustering of studies, or a two stage meta-analysis, in which groups of studies are meta-analyzed and a meta-analysis of those results is carried out. The distribution of quality criteria across meta-analyses within each dataset was unbalanced—sometimes extremely so—hence the multilevel or the three level approach would absorb any quality effects into the random intercept.

While results clearly showed some variation between meta-epidemiological datasets, clinical fields, and meta-analyses, we also found that aggregating from individual criteria to summary scores resulted in less variation across the two broad clinical fields, pediatrics and cardiovascular disease, assessed as part of the “Heterogeneity” meta-epidemiological dataset. The use of checklists of individual criteria when scoring quality versus the application of a quantitative summary score has been extensively discussed in the literature. Juni and colleagues (Juni, Witschi, Bloch, et al., 1999; Juni, Altman, et al., 2001) raised serious concerns about the use of quantitative summary scores. However, treating all quality items as truly independent variables also does not appear appropriate, as outlined in Hempel et al. (2011). Individual CBRG quality items showed substantial inter-item correlations.

The equal weighting of each item as applied in our summary score approach is commonplace but has not been validated. Depending on the intervention and the clinical field, some internal validity threats may be more pertinent than others; however, there are as yet no data to guide what these associations may be. Individual quality criteria could be used to trigger an overall assessment of quality, which is more qualitatively than quantitatively derived, by adding individual item scores. The Cochrane review handbook currently suggests the use of a domain-based evaluation of quality, in which critical assessments are made separately for different domains (Higgins & Green, 2009). However, the reliability of qualitative overall evaluations has to be questioned, as Hartling et al. (2009) reported a kappa of 0.27 for reviewers to agree on the Cochrane Overall Risk of Bias dimension (Higgins & Green, 2008). Instead, a combined qualitative and quantitative approach might be useful: quality features could be ranked by importance for the clinical field a priori and weighted accordingly for a summary score.

Based on results shown in this report, it cannot be determined whether the proposed extended list of quality criteria should be applied regularly when judging the quality of studies. Individual criteria point to a uniform trend, but no statistically significant effect of quality on effect sizes was seen for any of the individual criteria. Based on a summary score that takes all 11 items into account, the largest difference in effect sizes was seen when applying a cut-off of six or more quality criteria met. However, the difference of combined measure did only marginally exceed those of individually criteria and statistically significant results were not shown in this dataset either. In order to evaluate this result, it is important to know the quality of the applied test as outlined in the section that follows on the detection of quality effects.

Detection of Quality Effects

We used Monte Carlo simulations to systematically investigate the factors that influence the power to detect quality effects (key question 2). In these simulations, we set the effect of quality to a particular level and investigated its influence on the power to detect these effects. Monte Carlo simulations have been used to investigate the properties of meta-analysis parameter estimates under different conditions (e.g. Field, 2001; Field, 2005; Morton et al., 2004). No other studies have investigated (to our knowledge) the power to detect quality effects (or other study level moderators) under varying levels of study heterogeneity. In the simulations presented here,
we investigated the effect of unexplained heterogeneity on the power to detect moderator effects of study quality.

In these simulations, power to detect quality moderator effects in the three datasets was variable. The simulations were set up to maximize the power. It should be noted that we assumed a best-case scenario by assigning 50 percent of studies to high quality and 50 percent to low quality. If this ratio were to move away from 50 percent, as is typical for empirical datasets, power would be reduced further. Furthermore, given the effect size for the main effect of the studies of approximately 0.5, a quality moderator effect of 0.2 means that the size of the effect would be overestimated by 60 percent in low quality studies. Yet even this large amount of bias due to quality proved difficult to detect in some of the analyses. We found that unexplained heterogeneity, at the levels estimated in our three datasets, dramatically reduced the power to detect a quality effect. The simulations therefore revealed that the estimates of the quality effects that failed to achieve significance are to be expected, even when quality effects are large relative to the size of the treatment effect. Where we also simulated datasets with reduced heterogeneity, we found improvements in power. Power can be increased through greater consistency of effect sizes between trials, a larger number of trials, larger trials, or larger effects of quality than are typically found in individual meta-analyses and some meta-epidemiological datasets.

While little research has directly examined the effects of heterogeneity on power in meta-analysis, there is a larger literature on the equivalent problem in cluster randomized trials, which are frequently analyzed with random effects multilevel models (Murray, 1998; Hayes and Moulton, 2010). In cluster randomized trials, the intra-class correlation describes the degree of similarity of patients within a cluster, relative to patients between clusters. In meta-analysis, patients are nested within trials, so heterogeneity means that patients within a trial are more closely related to patients in other trials than to each other.

The reported results provide assistance in interpreting the differences in results for associations between quality and effect sizes observed in previous datasets, documented in this and a previous report (Hempel et al., 2011). The results will also assist in planning future studies as outlined in the future research section.

**Causes and Implications of Heterogeneity**

The simulation results may appear confusing with regards to heterogeneity. Trial quality is typically assessed as one source of heterogeneity. However, the simulations show that heterogeneity can also hinder the detection of quality effects. Quality effects can be a source of heterogeneity across trial results; however, unexplained heterogeneity (that is heterogeneity not due to quality effects), dramatically reduces the power to detect a quality effect. It is therefore useful to carefully examine the causes and implications of heterogeneity.

Although meta-analyses deal with heterogeneity in a variety of ways (Schroll et al, 2011), meta-regressions or subgroup analyses are conducted to explore whether differences in trial quality explain differences in reported trial results. However, the causes and implications of heterogeneity can be confused. If studies are considered to be samples from distinct populations – for example, of high and low quality, this will necessarily introduce a degree of heterogeneity. For example, when the studies are homogenous, the distribution of effect sizes is expected to follow a normal distribution, as shown in the figure (Figure 12). We have deliberately chosen a large effect size in the following examples to illustrate the causes and implications of heterogeneity.
Where there are two populations (for example, trials with and without blinding) there will be two overlapping distributions. The following figure (Figure 13) shows two populations of trials in which one population (solid line) has an effect size = 0.5, the second population has an effect size of 0.0. In this chart, there is a clear separation of the two populations, and this is therefore a source of heterogeneity.

The sum of the two distributions gives a mixture of distributions, as shown in the next figure (Figure 14), where (because the sample sizes were equal) there is a pooled estimate of the effect of 0.25.
This distribution shown in this figure has heavier tails and is wider and flatter than a normal distribution shown in the previous figures, although it is unlikely that this would be detectable in practice. However, the variance of the distribution of this pooled sample is larger than would be expected which would signal that there was heterogeneity which could be explored.

When additional sources of heterogeneity are also present, in addition to heterogeneity due to the quality of studies, the heterogeneity is harder to discern; both by eye, and statistically. In the following figure (Figure 15), we have increased the degree of heterogeneity (the standard deviation is doubled), whilst maintaining the difference between effect sizes (at 0.5). This has the effect of halving the relative effect size, and thereby reducing the power to detect a difference between the two populations.

As shown in the figure, heterogeneity has therefore increased the difficulty of detecting the difference between high and low quality studies.
In our empirical data, a comparison between meta-epidemiological datasets showed that observed heterogeneity between trials within the meta-epidemiological datasets varied across datasets. In an exploratory analysis we attempted to correlate distribution (shape) characteristics and the strength of associations between quality and effect sizes but results were inconclusive. Quality effects are one source of heterogeneity which can be accounted for in the meta-analysis; however there are a very wide range of other factors that can introduce heterogeneity which are not quantified in the published papers, and the effects of which may be impossible to quantify. For example, in a study investigating quality effects in a diverse set of studies such as this, the effectiveness of the intervention and the sensitivity of the outcome may vary across trials. Even if these factors were accounted for, heterogeneity may still exist, Glasziou and Sanders (2002) discussed factors which cause heterogeneity, and suggested that they included features of the population such as age, severity of illness, gender, intervention factors (does, timing, duration of treatment) and co-interventions.

**Limitations**

As outlined, we tested a specific set of quality criteria and our conclusions for individual quality criteria are specific to the applied operationalization. The criteria tried to capture conceptual quality domains; however, we only have empirical data on the applied quality criteria scored by individual reviewers, the translation of the theoretical concepts.

For the current analyses we set out to use different meta-epidemiological datasets with known qualities. For the two published datasets that were selected (Moher et al., 1998; Balk et al., 2001) we tried to closely match study selections and analytical results. However, since the publications reported only limited detail, the replication was close but not identical. In addition, different quality measures and scoring interpretations were used to assess the quality of trials.

The different datasets were compiled for unique reasons and selection criteria. Among the four datasets, dataset 2 (the EPC report sample) showed the most unusual results for all included quality assessment instruments, CBRG criteria and others. In particular, the exploration of the effect size distribution points to the dataset as an outlier compared to the other compiled datasets. Most notable were the skewed distribution and extreme differences in effect sizes across conditions, as previously discussed (Hempel et al., 2011). This sample was a convenience sample based on availability of data. In addition, the included meta-analyses may have been too diverse with regard to clinical fields, interventions, and outcomes, which, in turn, may have introduced too many significant confounders to be useful for analyzing the research question.

The data showed that a cut-off of six or more criteria met (out of 11) differentiated low- and high-quality trials best (ROR 0.86, 95% CI: 0.70, 1.06), however, the difference between study groups was not statistically significant and two other cut-offs were only marginally different in their performance (cut-off at 7 and 8 criteria met showed a ROR or 0.88).

We did not assess the inter-rater reliability as part of this project, but other reliability measures have been reported in a previous report (Hempel et al., 2011). The reproducibility of quality judgments across independent raters is a valuable method for estimating the reliability of proposed items, but for evidence reviews it is standard to reconcile independent rater decisions. This approach helps to avoid individual reviewer bias and errors and the reconciled decision should be more reliable than the individual decision. Testing the rater agreement of reconciled decisions requires more than one pair of raters.

Detecting and interpreting quality effects are hampered by the observational nature of the data that are available to researchers. When studies differ by quality, it is likely that they differ in
other ways as well, both measured and unmeasured, which also might affect the effect size found in the study. For example, it may be the case that researchers running trials that are better funded are likely to carry out blinding more effectively, which may reduce effect sizes. However, these same researchers may have the resources to pay attention to treatment fidelity, which may improve effect sizes, and increase the effect size.

All of the presented analyses were exploratory in nature. The research field is developing, there are no established standards, and many open questions remain. Consequently, we have formulated cautious conclusions.

**Future Research**

Our analyses have shown that it is challenging for individual meta-analyses to detect effects of study quality on reported treatment effects. The modeling results showed that under most circumstances it is difficult to detect a quality effect, even when it is present and even when it is substantial. Although they included hundreds of individual trials, the datasets we have compiled in the course of the project did not necessarily have the power to detect influences of quality on effect sizes. From this observation, it follows that the failure to detect a statistically significant quality effect should not be interpreted as meaning that a quality effect is not present.

Future studies that investigate the effects of quality as a moderator of outcome in randomized controlled trials should take steps to ensure that unexplained heterogeneity, that is heterogeneity unrelated to potential quality effects, is minimized. In meta-epidemiological studies, power to detect quality effects can be increased through greater consistency of effect sizes between trials, possibly the careful selection of research areas, or a larger number of trials or larger trials. Theoretically, power would increase as well with larger effects of quality, larger effects than are typically found in individual meta-analyses and some meta-epidemiological datasets. Selection of trials to be incorporated into analyses may allow researchers to construct datasets that maximize power to detect quality effects. This may be done by careful selection of meta-analyses which incorporate both balance in covariates; that is, with approximately equal numbers of high- and low-quality studies, and without excessive heterogeneity. Power analyses may then be carried out to determine whether the selected studies are likely to have power to detect quality effects.

Recent methodological advances have allowed researchers to make stronger causal conclusions from correlational or observational data. One approach that we believe may be fruitful is the use of propensity based matching (Pearl, 2009; Guo & Fraser, 2010; Rosenbaum & Rubin, 1983; Rosenbaum & Rubin, 1984), in which samples are selected and matched based on observed differences in the variables of interest.

As outlined, failure to detect a statistically significant quality effect should not be interpreted as meaning that a quality effect is not present in individual meta-analyses. Furthermore, based on our analyses, individual meta-analyses should include steps to minimize heterogeneity through the inclusion of additional study level covariates. These refinements can reduce unexplained heterogeneity and thereby aid the investigation of quality effects and the potential for bias.

More empirical evidence is needed to determine which quality features are likely to influence reported effect sizes, and under which conditions. This question is of particular importance for the critical appraisal of systematic reviews when aiming to summarize the existing evidence appropriately. Datasets and quality assessments assembled for the course of this project provide a wealth of information and may assist in answering remaining questions in this developing research field. In addition, the Bias in Randomized and Observational Studies (BRANDO)
dataset, with 3,477 trials, may prove to be useful for future meta-epidemiological analyses (see Savovic et al., 2010).

**Conclusion**

Although trial quality may explain some amount of heterogeneity across trial results in meta-analyses, the amount of additional heterogeneity (not due to trial quality) in effect sizes is a crucial factor determining when associations between quality and effect sizes can be detected. Detecting quality moderator effects requires more statistically powerful analyses than are employed in many investigations.
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### Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHRQ</td>
<td>Agency for Healthcare Research and Quality</td>
</tr>
<tr>
<td>CBRG</td>
<td>Cochrane Back Review Group</td>
</tr>
<tr>
<td>CI</td>
<td>Confidence Interval</td>
</tr>
<tr>
<td>EPC</td>
<td>Evidence-based Practice Center</td>
</tr>
<tr>
<td>ES</td>
<td>Effect Size</td>
</tr>
<tr>
<td>ITT</td>
<td>Intention-to-treat</td>
</tr>
<tr>
<td>NSAID</td>
<td>Non-steroidal Anti-inflammatory Drugs</td>
</tr>
<tr>
<td>OR</td>
<td>Odds Ratio</td>
</tr>
<tr>
<td>RCT</td>
<td>Randomized Controlled Trial</td>
</tr>
<tr>
<td>ROR</td>
<td>Ratio of the Odds Ratio</td>
</tr>
</tbody>
</table>
Appendix A. Quality Rating Form and References of Included Trials

Original Quality Items
(adapted from Cochrane Back Review Group)

1. Was the study described as randomized?
   - Yes .................................................................
   - No .................................................................

2. Treatment Allocation
   a. Was the method of randomization adequate
      - Yes .................................................................
      - No .................................................................
      - Don’t know ...................................................

   b. Was the treatment allocation concealed?
      - Yes .................................................................
      - No .................................................................
      - Don’t know ...................................................

3. Were the groups similar at baseline regarding the most important prognostic indicators?
   - Yes .................................................................
   - No .................................................................
   - Don’t know ...................................................

4. Was the outcome assessor blinded?
   - Yes .................................................................
   - No .................................................................
   - Don’t know ...................................................

5. Was the care provider blinded?
   - Yes .................................................................
   - No .................................................................
   - Don’t know ...................................................

6. Were patients blinded?
   - Yes .................................................................
   - No .................................................................
   - Don’t know ...................................................

Article ID:                   Reviewer:
First Author, Year:          
   (Last Name Only)    
Meta-analysis:
7. Were point estimates and measures of variability presented for the primary outcome measures?
   Yes ........................................................................ [ ]
   No........................................................................ [ ]
   Don’t know ........................................................... [ ]

8. Was the drop-out rate described and the reason given?
   Yes ........................................................................ [ ]
   No........................................................................ [ ]
   Don’t know ........................................................... [ ]

9. Was the drop-out rate acceptable?
   Yes ........................................................................ [ ]
   No........................................................................ [ ]
   Don’t know ........................................................... [ ]

10. Were all randomized participants analyzed in the group to which they were originally assigned?
    Yes ........................................................................ [ ]
    No........................................................................ [ ]
    Don’t know ........................................................... [ ]

11. Other sources of potential bias:
    a. Were co-interventions avoided or similar?
       Yes ........................................................................ [ ]
       No........................................................................ [ ]
       Don’t know ........................................................... [ ]
    b. Was the compliance acceptable in all groups?
       Yes ........................................................................ [ ]
       No........................................................................ [ ]
       Don’t know ........................................................... [ ]
    c. Was the timing of the outcome assessment similar in all groups?
       Yes ........................................................................ [ ]
       No........................................................................ [ ]
       Don’t know ........................................................... [ ]

Scoring Guidelines Cochrane Back Pain Group

Table 3. Criteria for a judgment of ‘yes’ for the sources of risk of bias

1 Sequence
A random (unpredictable) assignment sequence. Examples of adequate methods are coin toss (for studies with two
groups), rolling a dice (for studies with two or more groups), drawing of balls of different colours, drawing of
ballots with the study group labels from a dark bag, computer-generated random sequence, pre-ordered sealed
envelops, sequentially-ordered vials, telephone call to a central office, and pre-ordered list of treatment assignments
Examples of inadequate methods are: alternation, birth date, social insurance/security number, date in which they
are invited to participate in the study, and hospital registration number

2 Allocation concealment
Assignment generated by an independent person not responsible for determining the eligibility of the patients. This
person has no information about the persons included in the trial and has no influence on the assignment sequence or
on the decision about eligibility of the patient.

3 Patient blinding

This item should be scored “yes” if the index and control groups are indistinguishable for the patients or if the success of blinding was tested among the patients and it was successful.

4 Care provider blinding
This item should be scored “yes” if the index and control groups are indistinguishable for the care providers or if the success of blinding was tested among the care providers and it was successful

5 Assessor blinding
Adequacy of blinding should be assessed for the primary outcomes. This item should be scored “yes” if the success of blinding was tested among the outcome assessors and it was successful or:

§ for patient-reported outcomes in which the patient is the outcome assessor (e.g., pain, disability): the blinding procedure is adequate for outcome assessors if participant blinding is scored “yes”

§ for outcome criteria assessed during scheduled visit and that supposes a contact between participants and outcome assessors (e.g., clinical examination): the blinding procedure is adequate if patients are blinded, and the treatment or adverse effects of the treatment cannot be noticed during clinical examination.

§ for outcome criteria that do not suppose a contact with participants (e.g., radiography, magnetic resonance imaging): the blinding procedure is adequate if the treatment or adverse effects of the treatment cannot be noticed when assessing the main outcome.

§ for outcome criteria that are clinical or therapeutic events that will be determined by the interaction between patients and care providers (e.g., co-interventions, hospitalization length, treatment failure), in which the care provider is the outcome assessor: the blinding procedure is adequate for outcome assessors if item “E” is scored “yes”.

§ for outcome criteria that are assessed from data of the medical forms: the blinding procedure is adequate if the treatment or adverse effects of the treatment cannot be noticed on the extracted data.

6 Dropouts
The number of participants who were included in the study but did not complete the observation period or were not included in the analysis must be described and reasons given. If the percentage of withdrawals and drop-outs does not exceed 20% for short-term follow-up and 30% for long-term follow-up and does not lead to substantial bias a ‘yes’ is scored. (N.B. these percentages are arbitrary, not supported by literature).

7 ITT
All randomized patients are reported/analyzed in the group they were allocated to by randomization for the most important moments of effect measurement (minus missing values) irrespective of noncompliance and co-interventions.

8 Selective outcome reporting
In order to receive a ‘yes’, the review author determines if all the results from all pre-specified outcomes have been adequately reported in the published report of the trial. This information is either obtained by comparing the protocol and the report, or in the absence of the protocol, assessing that the published report includes enough information to make this judgment.

9 Baseline comparability
In order to receive a “yes”, groups have to be similar at baseline regarding demographic factors, duration and severity of complaints, percentage of patients with neurological symptoms, and value of main outcome measure(s).

10 Co-Interventions
This item should be scored “yes” if there were no co-interventions or they were similar between the index and control groups.

11 Compliance
The reviewer determines if the compliance with the interventions is acceptable, based on the reported intensity, duration, number and frequency of sessions for both the index intervention and control intervention(s). For example, physiotherapy treatment is usually administered over several sessions; therefore it is necessary to assess how many sessions each patient attended. For single-session interventions (for ex: surgery), this item is irrelevant.

12 Timing
Timing of outcome assessment should be identical for all intervention groups and for all important outcome assessments.

Note: These instructions are adapted from van Tulder 2003, Boutron et al, 2005 (CLEAR NPT) and the Cochrane Handbook of Reviews of Interventions 2; 5; 9. 2008 Updated Guidelines for Systematic Reviews 9 April 2008
Jadad Scale

Instrument to Measure the Likelihood of Bias in Pain Research Reports
This is not the same as being asked to review a paper. It should not take more than 10 minutes to score a report and there are no right or wrong answers. Please read the article and try to answer the following questions (see attached instructions): Scoring the items: Either give a score of 1 point for each "yes" or 0 points for each "no." There are no in-between marks.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Sub Score</th>
<th>Total Jadad Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Was the study described as randomized (this includes the use of words such as randomly, random, and randomization)? = 1 point</td>
<td>Give 1 additional point if: For question 1, the method to generate the sequence of randomization was described and it was appropriate (table of random numbers, computer generated, etc.) Deduct 1 point if: For question 1, the method to generate the sequence of randomization was described and it was inappropriate (patients were allocated alternately, or according to date of birth, hospital number, etc.)</td>
<td></td>
</tr>
<tr>
<td>Blinding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Was the study described as double blind? = 1 point</td>
<td>Give 1 additional point: If for question 2 the method of double blinding was described and it was appropriate (identical placebo, active placebo, dummy, etc.) Deduct 1 point: If for question 2 the study was described as double blind but the method of blinding was inappropriate (e.g., comparison of tablet vs. injection with no double dummy)</td>
<td></td>
</tr>
<tr>
<td>Withdrawals and dropouts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Was there a description of withdrawals and dropouts? = 1 point</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Jadad Guidelines for Assessment**

1. Randomization
   A method to generate the sequence of randomization will be regarded as appropriate if it allowed each study participant to have the same chance of receiving each intervention and the investigators could not predict which treatment was next. Methods of allocation using date of birth, date of admission, hospital numbers, or alternation should be not regarded as appropriate.

2. Double blinding
   A study must be regarded as double blind if the word "double blind" is used. The method will be regarded as appropriate if it is stated that neither the person doing the assessments nor the study participant could identify the intervention being assessed, or if in the absence of such a statement the use of active placebos, identical placebos, or dummies is mentioned.

3. Withdrawals and dropouts
   Participants who were included in the study but did not complete the observation period or who were not included in the analysis must be described. The number and the reasons for withdrawal in each group must be stated. If there were no withdrawals, it should be stated in the article. If there is no statement on withdrawals, this item must be given no points.
Schulz (1995) Scoring
(circle appropriate category)

1. Concealment of Treatment Allocation
   a) Adequately concealed trial (i.e. central randomization; numbered or coded bottles or containers; drugs prepared by the pharmacy; serially numbered; opaque, sealed envelopes; or other description that contained elements convincing of concealment
   b) Inadequately concealed trial (i.e. alternation or reference to case record numbers or dates of birth
   c) Unclearly concealed trial (authors did either not report an allocation concealment approach at all or reported an approach that did not fall into the categories above

2. Generation of Allocation Sequence
   a) Adequately sequence generation (random-number table, computer random-number generator, coin tossing, or shuffling)
   b) Publication does not report one of the adequate approaches, those with inadequate sequence generation

3. Inclusion in the Analysis of All Randomized Participants
   a) Publication reports or gives the impression that no exclusions have taken place (often not explicit)
   b) Publication reports exclusions (e.g., protocol deviation, withdrawals, dropouts, loss to follow-up)

4. Double Blinding
   a) double-blinding reported
   b) double-blinding not reported
## Cochrane Risk of Bias Tool

<table>
<thead>
<tr>
<th>Domain</th>
<th>Criteria</th>
<th>Review authors’ judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sequence generation</strong></td>
<td><strong>Yes</strong>: The investigators describe a random component in the sequence generation process such as: Referring to a random number table; Using a computer random number generator; Coin tossing; Shuffling cards or envelopes; Throwing dice; Drawing of lots; Minimization*. *Minimization may be implemented without a random element, and this is considered to be equivalent to being random. <strong>No</strong>: The investigators describe a non-random component in the sequence generation process. Usually, the description would involve some systematic, non-random approach, for example: Sequence generated by odd or even date of admission; Sequence generated by some rule based on date (or day) of birth; Sequence generated by some rule based on hospital or clinic record number. Other non-random approaches happen much less frequently than the systematic approaches mentioned above and tend to be obvious. They usually involve judgement or some method of non-random categorization of participants, for example: Allocation by judgement of the clinician; Allocation by preference of the participant; Allocation based on the results of a laboratory test or a series of tests; Allocation by availability of the intervention. <strong>Unclear</strong>: Insufficient information about the sequence generation process to permit judgement of ‘Yes’ or ‘No’.</td>
<td><strong>Was the allocation sequence adequately generated?</strong> YES / NO / UNCLEAR</td>
</tr>
<tr>
<td><strong>Allocation concealment</strong></td>
<td><strong>Yes</strong>: Participants and investigators enrolling participants could not foresee assignment because one of the following, or an equivalent method, was used to conceal allocation: Central allocation (including telephone, web-based and pharmacy-controlled randomization); Sequentially numbered drug containers of identical appearance; Sequentially numbered, opaque, sealed envelopes. <strong>No</strong>: Participants or investigators enrolling participants could possibly foresee assignments and thus introduce selection bias, such as allocation based on: Using an open random allocation schedule (e.g. a list of random numbers); Assignment envelopes were used without appropriate safeguards (e.g. if envelopes were unsealed or nonopaque or not sequentially numbered); Alternation or rotation; Date of birth; Case record number; Any other explicitly unconcealed procedure. <strong>Unclear</strong>: Insufficient information to permit judgement of ‘Yes’ or ‘No’. This is usually the case if the method of concealment is not described or not described in sufficient detail to allow a definite judgement – for example if the use of assignment envelopes is described, but it remains unclear whether envelopes were sequentially numbered, opaque and sealed.</td>
<td><strong>Was allocation adequately concealed?</strong> YES / NO / UNCLEAR</td>
</tr>
<tr>
<td><strong>Blinding of participants, personnel and outcome assessors, Outcome:</strong></td>
<td><strong>Yes</strong>: Any one of the following: No blinding, but the review authors judge that the outcome and the outcome measurement are not likely to be influenced by lack of blinding; Blinding of participants and key study personnel ensured, and unlikely that the blinding could have been broken; Either participants or some key study personnel were not blinded, but outcome assessment was blinded and the non-blinding of others unlikely to introduce bias. <strong>No</strong>: Any one of the following: No blinding or incomplete blinding, and the outcome or outcome measurement is likely to be influenced by lack of blinding; Blinding of key study participants and personnel attempted, but likely that the blinding could have been broken; Either participants or some key study personnel were not blinded, and the non-blinding of others likely to introduce bias. <strong>Unclear</strong>: Any one of the following: Insufficient information to permit judgment of ‘Yes’ or ‘No’. The study did not address this outcome.</td>
<td><strong>Was knowledge of the allocated intervention adequately prevented during the study?</strong> YES / NO / UNCLEAR</td>
</tr>
<tr>
<td><strong>Incomplete outcome data, Outcome:</strong></td>
<td><strong>Yes</strong>: Any one of the following: No missing outcome data; Reasons for missing outcome data unlikely to be related to true outcome (for survival data, censoring unlikely to be introducing bias); Missing outcome data balanced in numbers across intervention groups, with similar reasons for missing data across groups; For dichotomous outcome data, the proportion of missing outcomes compared with observed event risk not enough to have a clinically relevant impact on the intervention effect estimate; For continuous outcome data, plausible effect size (difference in means or standardized difference in means) among missing outcomes not enough to have a clinically relevant impact on the intervention. <strong>No</strong>: The study did not address this outcome.</td>
<td><strong>Were incomplete outcome data adequately addressed?</strong> YES / NO / UNCLEAR</td>
</tr>
</tbody>
</table>
relevant impact on observed effect size; Missing data have been imputed using appropriate methods.

No: Any one of the following: Reason for missing outcome data likely to be related to true outcome, with either imbalance in numbers or reasons for missing data across intervention groups; For dichotomous outcome data, the proportion of missing outcomes compared with observed event risk enough to induce clinically relevant bias in intervention effect estimate; For continuous outcome data, plausible effect size (difference in means or standardized difference in means) among missing outcomes enough to induce clinically relevant bias in observed effect size; ‘As-treated’ analysis done with substantial departure of the intervention received from that assigned at randomization; Potentially inappropriate application of simple imputation.

Unclear: Any one of the following: Insufficient reporting of attrition/exclusions to permit judgement of ‘Yes’ or ‘No’ (e.g. number randomized not stated, no reasons for missing data provided);
The study did not address this outcome.

| Selective outcome reporting | Yes: Any of the following: The study protocol is available and all of the study’s pre-specified (primary and secondary) outcomes that are of interest in the review have been reported in the pre-specified way; The study protocol is not available but it is clear that the published reports include all expected outcomes, including those that were pre-specified (convincing text of this nature may be uncommon).
No: Any one of the following: Not all of the study’s pre-specified primary outcomes have been reported; One or more primary outcomes is reported using measurements, analysis methods or subsets of the data (e.g. subscales) that were not pre-specified; One or more reported primary outcomes were not pre-specified (unless clear justification for their reporting is provided, such as an unexpected adverse effect); One or more outcomes of interest in the review are reported incompletely so that they cannot be entered in a meta-analysis; The study report fails to include results for a key outcome that would be expected to have been reported for such a study.
Unclear: Insufficient information to permit judgement of ‘Yes’ or ‘No’. It is likely that the majority of studies will fall into this category. | Are reports of the study free of suggestion of selective outcome reporting?
YES / NO / UNCLEAR |

| Other sources of bias | Yes: The study appears to be free of other sources of bias.
No: There is at least one important risk of bias. For example, the study: Had a potential source of bias related to the specific study design used; or Stopped early due to some data-dependent process (including a formal-stopping rule); or Had extreme baseline imbalance; or Has been claimed to have been fraudulent; or Had some other problem.
Unclear: There may be a risk of bias, but there is either: Insufficient information to assess whether an important risk of bias exists; or Insufficient rationale or evidence that an identified problem will introduce bias. | Was the study apparently free of other problems that could put it at a high risk of bias?
YES / NO / UNCLEAR |

| Overall risk of bias | Low: Plausible bias unlikely to seriously alter the results; low risk of bias for all key domains.
Unclear: Plausible bias that raises some doubt about the results; unclear risk of bias for one or more key domains.
High: Plausible bias that seriously weakens confidence in the results; high risk of bias for one or more key domains. | HIGH / LOW / UNCLEAR |
References of Trials Included in the “Heterogeneity”- Set


Description of Monte Carlo Simulation

The Monte Carlo simulation was carried out by generating individual patient data for each study (trial). Individual patient data was then used to calculate summary statistics for each study, and these are then subjected to meta-analysis. The results of the meta-analyses are then summarized and returned.

An R function, presented below, runs the simulations.

Example: To run a simulation of a meta-analysis with an additive treatment effect variance of 0.28 (population variance) of 0.28, a low quality effect of zero, 216 studies per meta-analysis, an average additive treatment effect for each study of 0.1, 38 patients per arm:

dev0.28_lqe0.1 <- runMetaSim(ATEVariance=0.28, lowQualityEffect=.1, nStudies=20, additiveTreatmentEffect=0.1, nPatients = 100, nMetas = 1000)

This produces the following output:

c(1:nMetas) noModeratorEst noModeratorSig
noModeratorI2 Min. : 1.0 Min. : -0.52504 Min. : 0.000 Min.
: 78.96 1st Qu.: 250.8 1st Qu.: -0.22592 1st Qu.: 0.000 1st
Qu.: 90.72 Median : 500.5 Median : -0.15397 Median : 0.000 Median
: 92.50 Mean : 500.5 Mean : -0.14912 Mean : 0.247 Mean
: 92.04 3rd Qu.: 750.2 3rd Qu.: -0.06858 3rd Qu.: 0.000 3rd
Qu.: 93.90 Max. : 1000.0 Max. : 0.22088 Max. : 1.000 Max.
: 96.52

noModeratorTau2 lowQualityModEst lowQualityModSig
Min. : 0.07644 Min. : -0.84262 Min. : 0.000 1st Qu.: 0.20129 1st Qu.: -0.25805 1st Qu.: 0.000
Median : 0.25594 Median : -0.10680 Median : 0.000 Mean : 0.26746 Mean : -0.10629 Mean : 0.094
3rd Qu.: 0.32325 3rd Qu.: 0.04945 3rd Qu.: 0.000 Max. : 0.59768 Max. : 0.69177 Max. : 1.000

noModeratorEst is the treatment effect, the mean treatment effect is -0.099, when the population treatment effect was -0.149. The population ATE for high quality studies was 0.1, however, the effect of low quality studies was also 0.1, and half of the studies were low quality, giving a population mean of 0.15.

noModeratorSig is whether or not the treatment effect was found to be significant in the meta-analysis, the mean of this variable gives the power to detect the effect, hence the power to detect an effect when quality was not taken into account was 0.247.

noModeratorI2 is the I-squared for the analysis with no moderator. The median is 92.5.
noModeratorTau2 is the value for Tau-squared when a moderator is not included. The value here is 0.27.

lowQualityModEst is the estimate of the effect of a low quality study. The mean is -0.107, when the population mean entered into the simulation is 0.10.

lowQualityModEst is the effect of the moderator. The mean here is 0.106, compared with a population value of 0.10.

lowQualityModSig is the significance of the low quality moderator. The power of the study to detect a low quality effect is given by the mean of this variable – in this case, the power to detect an effect of quality is 0.094 (9.4%).

Steps in the analysis

1. For each study, in each meta-analysis, an effect size is generated. In the case of zero treatment effect variance, this effect is equal for all studies. In the case of a simulation with additional heterogeneity, a random normal variable with mean 0 and variance equal to the treatment effect variance is calculated, and this is added to the treatment effect of each study. In this way, the mean treatment effect is unchanged, but the variance of the treatment effect is increased.

2. For each study, in each meta-analysis, control and intervention samples are generated. For each study a normally distributed random variable is created, with mean=0 and sd=1 for the control group. For the intervention group, a normally distributed random variable with mean = treatment effect for that study and sd = 1. These data generated using the rnorm() function, in R BASE.

3. The effect size for each study is generated using escalc(), in the the R metafor package.

4. Studies are grouped into meta-analyses. Each meta-analysis is analyzed twice using rma(), once with low quality as a moderator, and once without. The parameter estimates are stored for both analyses, as is whether or not the result was statistically significant. The I-squared and tau-squared for the analysis with no moderator are stored.

5. The function returns a summary of these stored data.

```
rm(list=ls())
library(metafor)
library(compiler)

#Define a function to return mean and SD from the same vector.
meanSD <- function(x) {
  sampleMean <- mean(x)
  sampleSD <- sd(x)
  x <- c(sampleMean, sampleSD)
  return(x)
}
```
# First define function and set defaults - defaults are overridden by arguments passed by function call.

runMetaSim <- function( nMetas = 1000, 
    # Number of meta-analyses to be simulated  
    nStudies = 100,  
    # Number of studies per meta-analysis  
    nPatients = 100,  
    # Number of patients per study  
    additiveTreatmentEffect = 0.1,  
    # This is the additive effect, so it's in log odds, gamma_0  
    ATEVariance = 1,  
    # A random variable to introduce study level heterogeneity - nu_1,  
    method = "DL",  
    # Method to combine data, FE for fixed, DL, etc for DerSimonian-Laird, etc  
    lowQualityEffect= 0.1,  
    # Increase in effect size associated with low  
    lowQualityRatio = 0.5  
    )  
    # Set proportion of studies that have low quality

{  

    metaChars <- data.frame(c(1:nMetas))  
    # Create data frame with number of rows equal to number of simulations

    # Now generate study parameters
    metaStudies <- data.frame(c(1:(nMetas*nStudies)))  
    # Generate data frame containing one row for each study in meta-analysis
    metaStudies$metaAnalysisRepetitionNumber <- rep((c(1:nMetas)), nStudies)
    names(metaChars)[1] <- "metaAnalysisRepetitionNumber"
    metaStudies <- metaStudies[ order(metaStudies$metaAnalysisRepetitionNumber) ,]

    metaStudies <- merge(metaStudies, metaChars, sort=TRUE,  
        by="metaAnalysisRepetitionNumber")
    metaStudies$rowNumber <- c(0:(nStudies*nMetas-1))
    metaStudies$lowQualityEffect<- lowQualityEffect
    metaStudies$studyNumberWithinMeta <- (metaStudies$rowNumber %/% nStudies ) + 1
    metaStudies$lowQuality <- ifelse((metaStudies$studyNumberWithinMeta / nStudies ) > lowQualityRatio, 1, 0)

    # Generate additive treatment effect for each study.
    ################################################################################

    metaStudies$additiveTreatmentEffect <- additiveTreatmentEffect  
    # That's the additive treatment effect
    metaStudies$studyATE <- rnorm((nMetas*nStudies), mean=0, sd=ATEVariance**0.5  
        )  
    # That's where the random effect gets added. The size of the random effect variance
    metaStudies$additiveTreatmentEffect <- metaStudies$additiveTreatmentEffect +  
        metaStudies$studyATE

}
metaStudies$additiveTreatmentEffect <- metaStudies$additiveTreatmentEffect +
metaStudies$lowQuality * lowQualityEffect  # Low quality studies have larger effect sizes.

metaStudies$n <- metaStudies$n <- nPatients

meanNs <- aggregate(metaStudies$n,
by=list(metaStudies$metaAnalysisRepetitionNumber), mean)

names(meanNs)[1] <- "metaAnalysisRepetitionNumber"
names(meanNs)[2] <- "studyMeanNs"

metaStudies <- merge(metaStudies, meanNs, by="metaAnalysisRepetitionNumber")

metaStudies$n <- round(( nPatients / metaStudies$studyMeanNs * metaStudies$n),
digits=0)

###################################

metaStudies$controlMean <- apply(metaStudies, 1, function(x) mean(rnorm(mean=0,
sd=1, n=nPatients)))  # Generate raw data form control group for each study, and find
mean and SD
metaStudies$controlSD <- apply(metaStudies, 1, function(x) sd(rnorm(mean=0,
sd=1, n=nPatients)))

metaStudies$interMean <- apply(metaStudies, 1, function(x) mean(rnorm(mean=0,
sd=1, n=nPatients))) + metaStudies$additiveTreatmentEffect  # Generate raw data from treatment group for each study, and find
mean and SD

metaStudies$interSD <- apply(metaStudies, 1, function(x) sd(rnorm(mean=0, sd=1,
n=nPatients)))

es <- escalc( m1i = controlMean,  # Use escalc() 
m2i = interMean, function, in metafor library, to generate effect size for each study
sd1i = controlSD, sd2i = interSD, n1i = n, n2i = n,
measure = "SMD", data=metaStudies)

metaStudies <- cbind(metaStudies, es)
resultsNoModerator <- as.list(c(1:nMetas))
resultsWithModerator <- as.list(c(1:nMetas))
pValuesAndEsts <- WithModerator <- as.data.frame(c(1:nMetas))

for(loop in c(1:nMetas)) {
    noMods <- with( subset(metaStudies, metaStudies$metaAnalysisRepetitionNumber==loop), {  # Run meta-analyses with no
        rma(yi, vi, method=method ) }
)
lowQualityMod <- with(subset(metaStudies, metaStudies$metaAnalysisRepetitionNumber==loop), { #Run meta-analyses with moderator rma(yi, vi, mods=~lowQuality, method=method) })

#Extract estimates, and significance of estimates, from data.
pValuesAndEsts$noModeratorEst[loop] <- noMods[[1]]
pValuesAndEsts$noModeratorSig[loop] <- ifelse(noMods[[4]] < 0.05, 1, 0)
pValuesAndEsts$noModeratorI2[loop] <- noMods$I2
pValuesAndEsts$noModeratorTau2[loop] <- noMods$tau2

pValuesAndEsts$lowQualityModEst[loop] <- lowQualityMod[[1]][[2]]
pValuesAndEsts$lowQualityModSig[loop] <- ifelse(lowQualityMod[[4]][[2]] < 0.05, 1, 0)

}

return( summary(pValuesAndEsts) )
}

##########################################################################End of runMetaSim function.

start.t <- proc.time() #Use proc.time functions to record time taken by simulation

atev0.28_lqe0.1 <- runMetaSim(ATEVariance=0.28, lowQualityEffect=.1, nStudies=20, additiveTreatmentEffect=0.1, nPatients = 100, nMetas = 100)

end.t <- proc.time()
end.t[3] - start.t[3]
start.t <- proc.time()
atev0.28_lqe0.1